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Abstract

The representer theorem assures that ker-
nel methods retain optimality under penal-
ized empirical risk minimization. While a
sufficient condition on the form of the regu-
larizer guaranteeing the representer theorem
has been known since the initial development
of kernel methods, necessary conditions have
only been investigated recently. In this paper
we completely characterize the necessary and
sufficient conditions on the regularizer that
ensure the representer theorem holds. The
results are surprisingly simple yet broaden
the conditions where the representer theorem
is known to hold. Extension to the matrix
domain is also addressed.

1. Introduction

Reproducing kernel Hilbert spaces (RKHSs) are an im-
portant construction that has been studied in several
fields, including functional analysis (Aronszajn, 1950;
Schwartz, 1964), statistics (Wahba, 1990), computa-
tional mathematics (Kirsch, 2011) and, more recently,
machine learning (Schölkopf & Smola, 2001; Shawe-
Taylor & Cristianini, 2004). Methods that operate on
an RKHS, so called kernel methods, are so compelling
that one can witness their impact in virtually every
area of machine learning.

A key property that underlies the successful appli-
cation of kernel methods is the representer theorem
(Kimeldorf & Wahba, 1971; Schölkopf et al., 2001),
which allows one to conduct all optimization in a space
whose dimension does not exceed the number of data
points. In particular, consider the problem of penal-
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ized empirical risk minimization:

min
f∈H

Ln
(
f(x1), . . . , f(xn)

)
+ λn‖f‖2, (1)

where xi ∈ X , i = 1, . . . , n, Ln : Rn → R is some loss
function, H ⊆ RX (with its Hilbert norm ‖ · ‖) is the
RKHS induced by some kernel κ : X×X 7→ R.1 Notice
that the optimization problem (1) is expressed in the
RKHS H, a vector space whose dimension is usually
very high or even infinite.

Kimeldorf & Wahba (1971) were perhaps among the
first to realize that (1) could actually be reduced,
without loss of generality, to an optimization prob-
lem that is much more computationally friendly. They
showed that minimizers of (1) must be of the form
f(·) =

∑n
i=1 αiκ(·, xi) for some α ∈ Rn. Then using

the reproducing property of the kernel one can equiva-
lently re-express the problem (1) as merely finding the
coefficients αi that solve:

min
α∈Rn

Ln

(
(Kα)1, . . . , (Kα)n

)
+ λnα

>Kα, (2)

where the kernel matrix K = (Kij) is defined with
Kij = κ(xi, xj). Note that (2) is a finite dimensional
problem. Moreover, it belongs to the pleasant category
of convex programs if the loss Ln is convex.

Although Kimeldorf & Wahba (1971) considered the
simple squared Hilbert norm regularizer, as given in
(1), this computational reduction is possible for more
general regularizers. Let Ω : H → R̄ (where we use R̄
to denote R ∪ {∞}) and consider

min
f∈H

Ln
(
f(x1), . . . , f(xn)

)
+ λnΩ(f). (3)

For this more general form Schölkopf et al. (2001)
proved the following result.

1 Readers who are interested in the origins of RKHS
can consult Aronszajn (1950), although this is not needed
for reading this paper.
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Theorem 1 (Representer theorem) If
Ω = h(‖f‖) for some increasing function h : R+ → R̄,
then some minimizer of (3) must admit the form
f(·) =

∑
i=1 αiκ(·, xi) for some α ∈ Rn. If h is

strictly increasing, all minimizers admit this form.

This theorem gives a sufficient condition on the regu-
larizer Ω that assures the representer theorem holds.
Some recent effort has been devoted to understand-
ing what conditions are necessary. Notably Argyriou
et al. (2009) considered a close variant of (3) (the in-
terpolation problem, see (5) below) and showed that
the sufficient condition in Theorem 1 is also neces-
sary provided that the regularizer Ω is differentiable.
More recently, Dinuzzo & Schölkopf (2012) managed
to relax the differentiability assumption to mere lower
semicontinuity. However, a complete, easily verifiable,
necessary and sufficient characterization of the repre-
senter theorem is still lacking. We notice that (War-
muth & Vishwanathan, 2005; Warmuth et al., 2012)
gave another characterization of the representer theo-
rem, under a somewhat different formulation hence is
not directly comparable.

Building on the pioneering work of Argyriou et al.
(2009) and the recent work of Dinuzzo & Schölkopf
(2012), we prove that the representer theorem (for the
interpolation problem) holds if and only if the regu-
larizer Ω is a weakly increasing function of the Hilbert
norm, i.e.,

∀f, g ∈ H, ‖g‖ > ‖f‖ =⇒ Ω(g) ≥ Ω(f). (4)

Since we work with interpolation problems, we in fact
prove this result for inner product spaces (not even
Hilbert spaces).

In retrospect, it is somewhat surprising that this result
has not been discovered earlier given its directness and
simplicity, and the wide applicability of kernel meth-
ods. Note that this complete characterization of the
representer theorem has practical consequence: the de-
sire to enjoy the representer theorem must prevent one
from designing interesting regularizers that are not (al-
most) an increasing function of the RKHS norm.

To establish the main result, in Section 2, we first re-
call some definitions and an important proposition due
to Argyriou et al. (2009). Then in Section 3 we estab-
lish our main result and provide some discussion of its
consequences. We point out in Section 4 that an en-
hanced problem in the matrix domain can be treated
similarly, although the results there are less complete.
Finally, we conclude the paper in Section 5.

2. Previous Work

We recall in this section some previous work on char-
acterizing the representer theorem.

As pointed out by Argyriou et al. (2009), to study
the representer theorem, one can (and perhaps should)
focus on the interpolation problem:

min
f∈H

Ω(f) s.t. 〈f, fi〉 = yi, i = 1, . . . , n. (5)

Usually we take fi = κ(·, xi) hence the constraint in (5)
becomes f(xi) = yi thanks to the reproducing prop-
erty of the kernel κ. The advantage of considering
interpolation is that the loss function Ln no longer
plays any role in the specification. Note that the re-
producing property of the kernel is only used for the
loss term, therefore if we restrict attention to interpo-
lation (5) the results in this section will continue to
hold provided only that H be an inner product space.
Henceforth, we will merely assume that H is an inner
product space.

Let R̄ = R∪{∞} denote the set of extended reals. Fol-
lowing Argyriou et al. (2009), we adopt the following
definition of admissibility :

Definition 1 The function Ω : H → R̄ is admissible
if for all n, (fi)

n
i=1 and (yi)

n
i=1, some minimizer of (5)

admits the form

f =

n∑
i=1

αifi (6)

for some α ∈ Rn. The function Ω is strictly admissible
if all minimizers of (5) admit this form.

We will consider the statement to be vacuously true if
(5) has no minimizer.

It is easy to see that if Ω is admissible in the sense
of Definition 1 then the representer theorem also must
hold for the penalized problem (3) (for any loss Ln,
not necessarily convex). The other implication (if the
representer theorem holds for (3), it must also hold
for (5)) is true as well under mild assumptions, see
(Argyriou et al., 2009).

Argyriou et al. (2009) proved that the sufficient condi-
tion in Theorem 1 is also necessary for the regularizer
Ω to be admissible, provided that Ω is Gâteaux differ-
entiable. A key step in (Argyriou et al., 2009) is to
establish the following proposition, whose proof we re-
produce here to keep the presentation self-contained.

Proposition 1 Let H be an inner product space. The
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function Ω : H → R̄ is admissible iff

∀f, g ∈ H, 〈f, g〉 = 0 ⇒ Ω(f + g) ≥ Ω(f). (7)

It is strictly admissible iff

∀f, g ∈ H, 〈f, g〉 = 0, g 6= 0⇒ Ω(f + g) > Ω(f). (8)

Proof: ⇒: Suppose Ω is admissible. Consider the
following instance of (5):

min
h∈H

Ω(h) s.t. 〈h, f〉 = ‖f‖2. (9)

The admissibility of Ω implies that f is a minimizer of
(9). Since f + g for any g ⊥ f is feasible for (9), we
have Ω(f + g) ≥ Ω(f) from the optimality of f .

⇐: Suppose (7) holds and (5) has a minimizer f∗ =
g+g⊥, where g ∈ Hm .

= span{f1, . . . , fm} and g⊥ is in
the orthogonal complement of Hm.2 Clearly 〈f∗, fi〉 =
〈g, fi〉 = yi, hence g is feasible. Invoking (7) we know
Ω(f∗) ≥ Ω(g), therefore g is also a minimizer, proving
the admissibility of Ω.

The proof for strict admissibility is similar.

Although Proposition 1 gives a complete characteriza-
tion of admissibility, the verification of its conditions
can be cumbersome. Our goal is to prove that admissi-
bility is equivalent to the much simpler to understand
and state condition that the regularizer Ω be a weakly
increasing function of the norm, in the sense of (4).

A recent result that comes very close to providing a
complete and easy to verify characterization of ad-
missibility is due to Dinuzzo & Schölkopf (2012),
who showed that as long as Ω is lower semicontinous
(l.s.c.),3 the sufficient condition in Theorem 1 is also
necessary. We now demonstrate that a modification
of their proof yields a more complete and far simpler
characterization of admissibility that removes the l.s.c.
requirement.

3. Complete Characterization

We first make an easy observation. If the vector space
H has unit dimension, i.e. dim(H) = 1, then the con-
dition (7) is equivalent to requiring Ω(g) ≥ Ω(0) for
all g ∈ H; similarly the condition (8) is equivalent to
requiring Ω(g) > Ω(0) for all g 6= 0. Therefore, for the

2 The existence of such a decomposition depends only
on the completeness of Hm, not on that of H. Note that
Hm is indeed complete since it is of finite dimension.

3A function f : H → R̄ is lower semicontinuous if and
only if its epigraph (the set of points lying on or above its
graph) as a subset of H× R̄ is closed.

f0 = f

Rg
g

gθ

t(θ)g

pθ
qθ

s(θ)g
θ

f2
6 (f, g)

fn = pg g

θ

f1

Figure 1. Pictorial illustration of the main idea presented
in the proofs of Theorem 2 and Theorem 6.

remainder of this section we will exclude this trivial
case and assume dim(H) ≥ 2 henceforth.

The main result of this paper, which, in retrospect
could be considered to be the “correct form” of the
representer theorem, is the following:

Theorem 2 Let H be an inner product space. A func-
tion Ω : H → R̄ is admissible iff

∀f, g ∈ H, ‖g‖ > ‖f‖ ⇒ Ω(g) ≥ Ω(f). (10)

It is strictly admissible iff

∀f, g ∈ H, ‖g‖ > ‖f‖ ⇒ Ω(g) > Ω(f). (11)

Note that the lower semicontinuity of Ω is not required
for the statement to hold.

The condition equivalent to strict admissibility (11)
can be stated concisely as the requirement that Ω
be strictly increasing as a function of the norm of
its argument. On the other hand, (10) is not the
usual “increasing” property, but instead is a weaker
requirement—we henceforth refer to this property as
the weak increasing property. Then, the condition
equivalent to admissibility can be stated concisely as
the requirement that Ω has to be weakly increasing as
a function of the norm of its argument.

Proof: ⇐: Suppose (10) holds. We verify (7), from
which the admissibility of Ω will follow. Pick any f, g ∈
H such that 〈f, g〉 = 0, f 6= 0. Then we have ‖f+g‖ >
‖g‖ and thus by (10), Ω(f + g) ≥ Ω(g). Noting that
the case f = 0 also trivially holds, we see that (7)
holds. By Proposition 1, we get that Ω is admissible.

⇒: Suppose now that Ω is admissible. Then, by Propo-
sition 1, (7) holds. Note that in the special case
when f = 0 and g 6= 0 (so that ‖g‖ > 0), we have
Ω(g) = Ω(0 + g) ≥ Ω(0) = Ω(f). Therefore, in what
follows we need only deal with the case when f 6= 0.
To prove (10), we start with a claim.
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Claim: The admissibility of Ω implies Ω(·) is increas-
ing along any ray Rg = {tg : t ≥ 0}, 0 6= g ∈ H.

By the above reasoning it suffices to prove this claim
for Rg \ {0}. We prove the claim using a geometric
argument depicted in the left panel of Figure 1. For
a fixed vector g ∈ H and an angle θ ∈ [0, π/2) choose
some f ∈ H such that f is not parallel to g. Such an f
exists since dim(H) ≥ 2. Now, let gθ be the rotation of
g in the plane (subspace) P spanned by f and g. The
direction of rotation can be chosen arbitrarily. Take
the line in the plane P that passes through gθ and
which is orthogonal to gθ. Let t(θ)g be the point where
the ray Rg and the line intersect and let the vector
pθ be defined as gθ + pθ = t(θ)g. Note that t(θ) =
(1 + tan2(θ))1/2 ≥ 1 for all θ ∈ [0, π/2). Thus, pθ is
orthogonal to gθ: pθ ⊥ gθ. Further, let s(θ)g be the
orthogonal projection of gθ to the ray Rg and call qθ
the vector that satisfies s(θ)g + qθ = gθ. Thus, qθ ⊥
s(θ)g. Further, s(θ) = cos(θ) ≤ 1 for all θ ∈ [0, π/2).
Applying (7) from Proposition 1 twice we get

Ω(t(θ)g) = Ω(gθ + pθ) ≥ Ω(gθ)

= Ω(s(θ)g + qθ) ≥ Ω(s(θ)g).
(12)

Note that this holds for any g ∈ H, g 6= 0 and θ ∈
[0, π/2).

Now, take any 0 < τ1 < τ2. Since t(θ)/s(θ) is contin-
uous on [0, π/2) and its range is [1,∞), there exists a
value θ′ ∈ [0, π/2) such that

t(θ′)

s(θ′)
=

τ2
τ1

. (13)

Define c = τ2/t(θ
′). Note that we also have that c =

τ1/s(θ
′) thanks to (13). Hence, applying (12) to cg

and θ′, we get

Ω(τ2g) = Ω
(
t(θ′)(cg)

)
≥ Ω

(
s(θ′)(cg)

)
= Ω(τ1g) ,

finishing the proof of the claim.

Now if ‖g‖ > ‖f‖ and f is not aligned with g, it is
not hard to see (cf. Figure 1, right panel) that one can
find a sufficiently large n ≥ 1, a real number p ∈ (0, 1)
and a sequence f0 = f, f1, . . . , fn = pg such that for
any 0 ≤ i ≤ n − 1, ∠(fi, fi+1) = θ

.
= ∠(f, g)/n

and (fi+1 − fi) ⊥ fi. Indeed, n defines the above
sequence uniquely with some p = pn > 0. In particu-

lar, pn‖g‖ = ‖fn‖ = t(θ/n)n‖f‖, so pn = t(θ/n)n ‖f‖‖g‖ .

Since t(θ/n)n ∼ (1 + (θ/n)2)n
2/θ2·θ2/n ∼ eθ2/n → 1 as

n → ∞, pn → ‖f‖
‖g‖ < 1 and so the existence of (n, p)

with the said properties is guaranteed. Therefore, us-

Ω(f) = 0

Ω(f) = ∞

Ω(g) = 1

Figure 2. An admissible regularizer Ω that is not an in-
creasing function of the RKHS norm.

ing the claim and (7), we get

Ω(g) ≥ Ω(pg)

= Ω(fn) = Ω(fn−1 + (fn − fn−1))

≥ Ω(fn−1) = Ω(fn−2 + (fn−1 − fn−2))

...

≥ Ω(f0) = Ω(f) ,

thus finishing the proof of (10).

The above proof can be easily mimicked for the
strictly admissible case.

A significant portion of our proof is devoted to proving
that any function satisfying (7) is necessarily increas-
ing along any ray starting from the origin. We note
that Dinuzzo & Schölkopf (2012) presented a concise
algebraic proof of this fact (cf. the proof of Theorem 1
in their paper). Giving a geometric interpretation to
their proof leads to the proof presented above, which
we prefer as it leads nicely to the geometric proof of
the necessity of (10). Furthermore, the geometric in-
terpretation will offer a convenient approach for un-
derstanding the matrix case as well.

The reason the continuity conditions can be avoided
in Theorem 2, making the result simpler and more ele-
gant, is that the necessary condition for the admissibil-
ity of Ω avoids stipulating Ω’s behavior on the surface
of balls. In fact, if one modified (2) to include the case
when ‖f‖ = ‖g‖, this would imply that Ω is radial
(i.e., Ω(f) depends on the argument f only through
‖f‖). The next example demonstrates that one can
have an admissible regularizer that is not radial (of
course, such an Ω cannot also be semicontinuous).

Example 1 Figure 2 shows an admissible regularizer
Ω that is not radial. The gray area denotes, say, the
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region {‖f‖ ≤ 1} and the red point represents some g
on {‖f‖ = 1}. It is clear that Ω is neither l.s.c. nor
u.s.c.4 Note also that Ω is in fact a convex admissible
regularizer (demonstrating that convex functions can
be “ugly” on boundary points).

Remark 1 As the previous example demonstrates,
there exist non-radial, but admissible regularizers.
However, Theorem 2 also implies that every admissible
function is equal to an admissible radial function ex-
cept for a set whose cardinality is at most “countable”.
To see this consider the function I(r)

.
= inf{Ω(f) :

‖f‖ = r}. Clearly I : R+ → R̄ is an increasing func-
tion, hence it can have only at most countably many
discontinuity points. But it is easily seen that for any
continuity point r of I and any f, g ∈ H on the H-
sphere of radius r, it follows that Ω(f) = Ω(g). Thus,
Ω is radial except for at most countably many spheres.

Before refining Theorem 2, let us remark that there is
a useful result that a function Ω : H → R̄ is u.s.c. iff
for all f ∈ H, Ω(f) = lim sup

fn→f
Ω(fn). Of course, Ω is

continuous iff it is both l.s.c. and u.s.c.. Another equiv-
alent characterization of l.s.c. (u.s.c.) is the closedness
(openness) of the sublevel sets.

Remark 2 One should not confuse the l.s.c. (u.s.c.)
of Ω : H → R̄ with the l.s.c. (u.s.c.) of Ω : dom Ω →
R. The former condition, used throughout this paper,
is strictly stronger than the latter condition; refer to
Figure 2 for an example.

As noted in the introduction, under the assumption
that Ω is l.s.c., Dinuzzo & Schölkopf (2012) proved that
the sufficient condition in Theorem 1 is also necessary.
We now show that this statement remains true even if
we replace l.s.c. by u.s.c.5.

Theorem 3 Let Ω be u.s.c. Then Ω is admissible iff

∀f, g ∈ H, ‖f‖ ≥ ‖g‖ ⇒ Ω(f) ≥ Ω(g), (14)

or, in other words, Ω is an increasing radial function.
Further, Ω is strictly admissible iff it is a strictly in-
creasing radial function.

Proof: ⇐: (14) apparently implies (10) hence the ad-
missibility of Ω.

⇒: Assume that Ω is u.s.c. and admissible. Thanks to
Theorem 2, we need only prove that if ‖f‖ = ‖g‖ then
Ω(f) ≥ Ω(g). To see this, take a sequence (fn)n that

4A function is u.s.c. when −f is l.s.c.
5Note that one cannot naively negate an u.s.c. function

here since our starting tool (7) is not invariant to negation.

converges to f and that satisfies ‖fn‖ > ‖f‖. Then,
‖fn‖ > ‖f‖ = ‖g‖ also holds; therefore, by Theorem 2,
Ω(fn) ≥ Ω(g) holds for all n. Taking the lim sup of
both sides, we get Ω(f) ≥ lim supn→∞Ω(fn) ≥ Ω(g).

The strictly admissible case follows immediately.

Note that an entirely analogous argument establishes
that the theorem remains true if the u.s.c. requirement
is replaced by l.s.c., which is essentially the main result
of Dinuzzo & Schölkopf (2012).

Remark 3 Another easy way to see the result in The-
orem 3 is to notice that the function I(r) defined in Re-
mark 1 is in fact continuous when Ω satisfies (14) (or
equivalently (7)) and is either l.s.c. or u.s.c. Based on
Theorem 2 and 3, it can also be shown that the lower
or upper semicontinuous hulls6 of (strictly) admissible
regularizers remain (strictly) admissible, although the
reverse implication is false.

It turns out that positive homogeneity, other than
semicontinuity, also forces admissible regularizers to
be radial. Notice that both properties imply that the
function I(r) discussed in Remark 1 is continuous.

Theorem 4 Let H be an inner product space with (the
induced) norm ‖ · ‖. If Ω is admissible and positively
homogeneous, then it is a positive multiple of the norm
‖ · ‖.

Proof: We prove first that Ω must be an increasing
function of the norm. Note that due to positive homo-
geneity, we have Ω(0) = 0 hence Ω ≥ 0 by the admis-
sibility. Suppose to the contrary there exist x, y ∈ H
such that ‖x‖ = ‖y‖ 6= 0 but Ω(x) > Ω(y). Then for
all 1 < λ < Ω(x)/Ω(y), ‖λy‖ = λ‖y‖ > ‖x‖, hence
Ω(λy) ≥ Ω(x) by the admissibility. Due to positive
homogeneity, λ ≥ Ω(x)/Ω(y), contradiction.

Take an arbitrary x0 with unit norm (i.e., ‖x0‖ = 1),
then apparently Ω(x) = ‖x‖ ·Ω(x0). The proof is now
complete.

The consequence of Theorem 4 is immediate: Essen-
tially, any other (semi)norm defined on H (which may
or may not be compatible with the topology of H)
can not be admissible. Obviously if Ω is admissi-
ble and positively homogeneous with degree r (i.e.,
Ω(λx) = λr · Ω(x)) then we have Ω(x) = ‖x‖r · Ω(x0)
for some (arbitrary) x0 having unit norm.

The next example shows that neither l.s.c. nor u.s.c.

6The lower semicontinuous hull of a function f is defined
as flsc(x) = sup

g≤f
g(x), subject to g is continuous.
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Ω(f) = 0

Ω(f) = 2

Ω(f) = 1

Figure 3. A regularizer Ω that is an increasing radial func-
tion without being either l.s.c. or u.s.c.

is necessary for Ω to be an increasing radial function
and hence satisfy (14).

Example 2 Figure 3 shows a regularizer that is an in-
creasing radial function, but is neither l.s.c. nor u.s.c.
Here, the gray region denotes, say {‖f‖ < 1}, while
the red circle represents {‖f‖ = 1}. This example, de-
spite of its triviality, motivates our next development.
Note that we can write

Ω = [1 · 1‖f‖≤1 + 2 · 1‖f‖>1] ∧ [0 · 1‖f‖<1 + 2 · 1‖f‖≥1],

where ∧ denotes pointwise infimum. Observe that the
first function is l.s.c. while the second is u.s.c.

Needless to say, if Ωγ satisfies (10) or (14), then so
do
∑
γ Ωγ , infγ Ωγ and supγ Ωγ respectively (whenever

they are well-defined). In fact, much more can be said.
We end this section with a necessary and sufficient
characterization of (14).

Theorem 5 Ω satisfies (14) iff Ω = Ω1 ∧Ω2, or Ω =
Ω1 ∨ Ω2, or Ω = Ω1 + Ω2, where Ω1 is l.s.c. and
admissible while Ω2 is u.s.c. and admissible.

Proof: ⇒: Suppose Ω satisfies (14), then there ex-
ists an increasing function h : R+ → R̄ so that
Ω(f) = h(‖f‖). Obviously h has at most count-
ably many discontinuous points, which we denote as
D

.
= {ti}i∈N (arranged according to their magnitude).

Let us first consider the case Ω = Ω1 ∧ Ω2. If D = ∅,
then simply take Ωi(f) = h(‖f‖), i = 1, 2; otherwise
define7

h1(t)
.
=
∑
i∈N

[h(t)+h(ti)−h(ti−)]·1ti−1<t<ti+h(ti)1t=ti ,

7In the case D = {t1, . . . , tn}, we add t0 = 0 and tn+1 =
∞ to the set D, in order to handle the boundary.

which is l.s.c. and increasing. Next define (the so-
called u.s.c. hull)8

h2(t)
.
= sup{s : t ∈ cl{h ≥ s}}.

It is easily verified that h2 is the smallest u.s.c. func-
tion that majorizes h. (In our case this amounts to
simply modifying h at the discontinuous points D so
that it becomes right continuous.) Clearly h2 is non-
decreasing (since h is so). Finally put Ωi(f) = hi(‖f‖)
and then Theorem 5 can be verified without difficulty.

The case Ω = Ω1 ∨ Ω2 is proved similarly.

For the last case when Ω = Ω1 + Ω2, define

h1(t)
.
=
∑
i∈N

[
h(t)−

i∑
j=1

(h(tj+)− h(tj))
]
· 1ti<t≤ti+1 ,

+ h(t) · 1t≤t1 ,
h2(t)

.
=
∑
i∈N

[h(ti+)− h(ti)] · 1ti<t.

One can easily verify that h1 is increasing and u.s.c.
while h2 is increasing and l.s.c. Unsurprisingly, putting
Ωi(f) = hi(‖f‖), i = 1, 2 completes the construction.

⇐: Immediate consequence of the remark made before
Theorem 5.

4. Extension to Matrices

In this section we generalize our results to the matrix
domain. Matrix norm regularizers have been proven
very useful in multi-task learning (Argyriou et al.,
2008) and collaborative filtering (Abernethy et al.,
2009). We will restrict ourselves to finite dimensional
matrices, since the extension to linear operators does
not bring anything conceptually new (while the func-
tional analysis technicalities might obscure the main
ideas).

Fix the integers k, d and let M = Rd×k be the space
of d × k matrices. For a square matrix S, let diag(S)
denote the vector formed from the diagonal elements
of S. Consider the matrix interpolation problem:

min
W∈M

Ω(W ) s.t. diag(W>Xi) = yi, 1 ≤ i ≤ n. (15)

Here, Xi ∈ Rd×k, yi ∈ Rk. Note that k = 1 cor-
responds to the previously considered vector case. If
n > d, the problem is overconstrained and might not
have a solution. The motivation to focus on the inter-
polation problem (15) in this case is similar to that in

8cl means taking the topological closure of the set.
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the vector case: essentially we are freed from consid-
ering details of the loss term while at the same time
losing little generality.

We extend the definition of admissibility in a straight-
forward manner:

Definition 2 The matrix regularizer Ω : M → R is
(strictly) admissible if for all n, Xi = (xi,1, . . . , xi,k) ∈
Rd×k, yi ∈ Rk, 1 ≤ i ≤ n, one (respectively, all) of the
minimizers W = (w1, . . . , wk) of (15) satisfies that for
all 1 ≤ p ≤ k, the pth column of W , wp is in the linear
subspace in Rd spanned by the columns of the matrices
Xi:

wp =

n∑
i=1

k∑
q=1

α
(p)
i,q xi,q, 1 ≤ p ≤ k (16)

for some real numbers (α
(p)
i,q )i,q,p.

The important thing to notice here is that wp depends
on all {xi,q}1≤i≤n,1≤q≤k, not just {xi,p}1≤i≤n, even
though the latter are all the vectors that constrain wp
in (15).

As in the previous section, an important tool for
studying admissibility is the following generalization
of Proposition 1, established by Argyriou et al. (2009):

Proposition 2 Ω : M→ R is admissible iff it satis-
fies

∀W,P ∈M, W>P = 0⇒ Ω(W + P ) ≥ Ω(W ). (17)

It is strictly admissible iff

∀W,P ∈M, W>P = 0⇒ Ω(W + P ) > Ω(W ). (18)

The proof is quite similar to that of Proposition 1,
hence it is omitted. We note that Argyriou et al.
(2009) also point out that Proposition 2 remains true
even when the Xi are restricted to be of rank 1.

We are now ready to characterize (17), which turns
out to be more involved than one might expect. In
the statement below all orderings between matrices are
with respect to the Löwner partial ordering. Further,
the symbol A � B means that A � B and A 6= B.

Theorem 6 Let Ω :M→ R̄. Consider the following
statements:

(a). (A+B)>(A+B) � A>A⇒ Ω(A+B) ≥ Ω(A);

(b). (A+B)>(A+B) � A>A⇒ Ω(A+B) ≥ Ω(A);

(c). Ω is admissible, i.e. A>B = 0 ⇒ Ω(A + B) ≥
Ω(A);

(d). A>B = 0 and B>B � 0 ⇒ Ω(A+B) ≥ Ω(A).

Then, (a)⇒ (b)⇒ (c)⇒ (d). Moreover, if d ≥ k then
(d) together with Ω being u.s.c. imply (c). If d ≥ 2k
and Ω is either l.s.c. or u.s.c. then (c) implies (a).

Proof: Clearly we have (a)⇒ (b)⇒ (c)⇒ (d).

Let us now show (d)⇒ (c) under the assumption that
Ω is u.s.c. Fix A and B such that A>B = 0. If
B>B � 0, then we have Ω(A+B) ≥ Ω(A); otherwise,
thanks to d ≥ k, we can find B>n Bn � 0, A>Bn = 0
and Bn → B as n→∞. Since Ω is u.s.c., Ω(A+B) ≥
lim supn→∞ Ω(A + Bn) ≥ Ω(A). Therefore we con-
clude that (d)⇒ (c).

Finally, we prove (c) ⇒ (a) when Ω is either l.s.c.
or u.s.c. and d ≥ 2k. We claim that Ω(A) is inde-
pendent of the left singular vectors of A in the sense
that for any r ≤ k, σj ≥ 0, (uj), (zj) are orthonor-
mal systems of Rd, (vj) orthonormal system of Rk,
1 ≤ j ≤ r, if A =

∑r
j=1 σjujv

>
j and B =

∑r
j=1 σjzjv

>
j

then Ω(A) = Ω(B). To see this, it suffices to show that
Ω(A) ≤ Ω(B) because reversing the roles of A and B
gives Ω(A) = Ω(B). Thus, fix the matrices, A, B, to
be of the above form. Thanks to 2r ≤ 2k ≤ d, it is
possible to find unit vectors o1, o2, . . . , or ∈ Rd such
that

o1 = u1 ⊥ {u2, . . . , ur},
o2 ⊥ {o1, u3, . . . , ur, z1},
. . . ⊥ . . .
or ⊥ {o1, . . . , or−1, z1, . . . , zr−1}.

Suppose now that Ω is u.s.c. Then, using the rotation
idea presented in the right part of Figure 1, we get

Ω(A) = Ω(σ1u1v
>
1 + σ2u2v

>
2 +

r∑
i=3

σiuiv
>
i )

≤ Ω(σ1o1v
>
1 + σ2o2v

>
2 +

r∑
i=3

σiuiv
>
i )

...

≤ Ω(σ1o1v
>
1 + σ2o2v

>
2 +

r∑
i=3

σioiv
>
i )

≤ Ω(σ1z1v
>
1 + σ2o2v

>
2 +

r∑
i=3

σioiv
>
i )

...

≤ Ω(σ1z1v
>
1 + σ2z2v

>
2 +

r∑
i=3

σiziv
>
i )

= Ω(B).
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For instance, consider the first inequality: Let f =
u2, g = o2. Note that by construction span{u2, o2} ⊥
uj for any 1 ≤ j ≤ r, j 6= 2. Let A′ =

∑
j 6=2 σjujv

>
j .

Hence, given the vectors pi, the matrices Pi = σ2piv
>
2

are such that P>i (σ2fiv
>
2 +A′) = 0 while Pi+σ2fiv

>
2 +

A′ = σ2fi+1v2 +A′, i = 0, . . . , n− 1. Thus, by (c),

Ω(σ2u2v
>
2 +A′) = Ω(σ2f0v

>
2 +A′)

...

= Ω(σ2fiv
>
2 +A′)

≤ Ω(Pi + σ2fiv
>
2 +A′)

= Ω(σ2fi+1v
>
2 +A′)

...

≤ Ω(σ2fnv
>
2 +A′).

Now, notice that fn → o2 as n → ∞. Thus, by the
u.s.c. of Ω, lim supn→∞ Ω(σ2fnv

>
2 +A′) ≤ Ω(σ2o2v

>
2 +

A′). This, together with the previous inequality gives
Ω(σ2u2v

>
2 + A′) ≤ Ω(σ2o2v

>
2 + A′), which was the

inequality to be proven.

If Ω is l.s.c., then use a similar rotation idea and
change accordingly the direction of the above inequal-
ities. This finishes the proof that Ω(A) is independent
of the left singular vectors of A.

Clearly, it suffices to show that for any A,B ∈M, such
that A>A � B>B, Ω(A) ≥ Ω(B). Thus, fix A,B with
these properties. For a matrix X ∈M let UX ∈M be
the matrix obtained from the left singular vectors ofX.
Note that for any matrix Y ∈M, UXY and Y have the
same singular values and right singular vectors. Since
we have shown Ω(X) is invariant to the left singular
vectors of X, it follows that for any Y ∈ M, Ω(Y ) =
Ω(UX(Y >Y )1/2). Thus, Ω(A) = Ω(UA(A>A)1/2) =
Ω(UA[(C + D)>(C + D)]1/2) = Ω(C + D), where
C> = ((B>B)1/2, , ), D> = (, (A>A−B>B)1/2, ). We
have padded necessary zeros in C and D so that they
belong to M (hence Ω can be applied on them). By
construction C>D = 0, hence (c) gives Ω(C + D) ≥
Ω(C) = Ω(UC(C>C)1/2) = Ω(UC(B>B)1/2) = Ω(B).
The proof is now complete.

Our proof of (c) ⇒ (a) closely follows that of Theo-
rem 15 in the paper by Argyriou et al. (2009), except
that we have managed to relax their differentiability
assumption to semicontinuity.

Next, we show by means of some examples that the
implications in Theorem 6 cannot be improved in gen-
eral.

Example 3 (b) 6⇒ (a): Setting k = 1 makes (b) the
same as (10) while (a) the same as (14). Example 1
then consists of a counterexample.

(c) 6⇒ (b): Let d = 4, k = 2 hence d ≥ 2k is met. Take
an arbitrary rank-1 matrix X and set Ω(X) = 1.5 while
Ω(A) = rank(A) at all other points A. Apparently
under this specification Ω is admissible but on the other
hand Ω(X + X) = Ω(2X) = 1 < 1.5 = Ω(X) hence
(b) is false. Needless to say that this example also
demonstrates that (c) 6⇒ (a).

(d) + l.s.c. 6⇒ (c): Let d = 4, k = 2 hence d ≥ 2k is
met. Set Ω() = 1,Ω(X) = 0 where X is an arbitrary
rank-1 matrix. Put Ω = ∞ at all other points. One
may verify that Ω is indeed l.s.c. and satisfies (d). But
Ω is not admissible since Ω(X + ) = Ω(X) < Ω().

Remark 4 Example 3 is a bit surprising once we real-
ize that when k = 1 ( i.e., we go back to the case consid-
ered in Section 3), then (b), (c) and (d) are actually all
equivalent. Clearly the matrix case exhibits some diffi-
culty that is not present for inner product spaces. Con-
sidering this new difficulty, perhaps one should not be
too disappointed with the incomplete characterization
in Theorem 6. We also observe that u.s.c. and l.s.c.
no longer play similar roles in the matrix domain.

5. Conclusion

We have proved that for the interpolation problem, the
representer theorem holds if and only if the regularizer
is a weakly increasing function of the inner product in-
duced norm. This complete characterization of the
representer theorem excludes the possibility of design-
ing (non-standard) regularizers that enjoy the repre-
senter theorem without being (almost) an increasing
radial function. Extension to the matrix domain is
also given, although the results are less complete in
this case due to some new complexities we have iden-
tified.

Finally we mention that for vector-valued kernels
(Micchelli & Pontil, 2005; Carmeli et al., 2006), our
results continue to hold as a sufficient condition, while
a complete characterization seems to require a sub-
stantially new idea.
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