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Abstract

In this project we study the problem of wireless sensor network (WSN) node placement in a mod-

elled environment. Although various optimal and sub-optimal techniques with different objectives

and constraints such as maximizing coverage, network lifetime and reliable data transfer have previ-

ously been proposed for different variations of the node placement problem, many of these methods

make various simplifying assumptions such as homogeneous transmission ranges among nodes. In

our work we model the real environment and then based on our model we specifically design two

node placement algorithms for two-tiered heterogeneous networks that aim to solve problems such

as minimizing the number of RNs and SNs needed to satisfy a coverage constraint while maintain-

ing connectivity (with fault-less connections) of the SNs to the base station and also maximizing the

area covered by a specific number of RNs and SNs.
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Chapter 1

Introduction

Over the past decade, the quickly growing technology of Wireless Sensor Networks (WSNs) has

been used in a wide range of applications, such as agriculture, transportation, home automation,

search and rescue, industrial and environmental monitoring, military applications and medical care

[2, 54, 60].

One category of these applications is Outdoor Environment Monitoring (OEM). WSN’s have

been used in detecting forest fires, monitoring endangered habitats, watching over volcanoes, de-

tecting soil erosion, etc. [8, 39, 48]. However designing efficient applicable networks in outdoor

environments faces major challenges such as dealing with limited connectivity, faulty connections,

limited lifetime, the cost of the nodes and sometimes a need to cover huge geographical areas. In

particular, in static networks where the location of the nodes is not changed frequently, node place-

ment becomes a crucial concern and can affect many properties of the network, as well as the quality

of the data sensed about the environment.

In difficult environments such as tropical dry forests, the potential cost of ”cut and try” on the

ground is prohibitive. WSN deployments in such environments can’t be addressed by sending people

out multiple times to adjust the network due to cost, environmental impact on the plants or animals

being monitored, and access issues. Planning techniques are required that can predict ahead of time

where best to locate sensor nodes (SNs), repeaters and other equipment. These techniques must

be able to factor in historically known and fairly predictable seasonal changes, or environmental

factors that can be sensed remotely via satellite, aircraft or UAVs. These changes and factors are

important because they can affect the RF environment of the network (e.g. reducing RF signal

propagation), as well as dictating how densely sensors must be placed to reliably sense variables

such as photosynthetically active radiation (PAR).

For example, some WSN nodes may need to be deployed in inaccessible terrain. Reaching these

nodes to relocate them (due to changes in RF propagation) or to replace or recharge batteries (due to

operating at higher transmit power) is often difficult or impossible [28]. We seek design techniques

to address these challenges while meeting sensing coverage requirements, cost constraints, etc. We

believe substantial improvements are possible over techniques like random node placement that do
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Figure 1.1: Single-tiered network vs Multi-tiered network

not factor in extra knowledge about the area in which a WSN will be placed.

Once the environmental variables of interest have been sensed by the SNs, this data needs to be

collected, aggregated and transmitted via a reliable route from the SN to one or more base stations.

This is usually done using multi-hop communication from the SNs to the base station. The network

architecture can be either single-tiered or multi-tiered. In single-tiered networks, the SNs participate

in the process of forwarding data to the base station, while in multi-tiered networks additional nodes

called relay nodes (RNs) are needed [28] and SNs do not participate in forwarding the data. These

RNs usually have higher maximum transmission power than the SNs which makes them more ex-

pensive in terms of cost. While frequently replacing the batteries in many SNs might be difficult,

the problem is simpler with the much smaller number of RNs. Including RNs in a network can

significantly decrease the frequency of battery changes in SNs, and consequently increase network

lifetime in a very effective manner. The difference between a single-tiered and multi-tiered network

is illustrated in Figure 1.1.

Although optimal node placement has been proved to be an NP-Hard problem in most condi-

tions [15, 62], various optimal and sub-optimal techniques have been proposed for minimizing the

number of nodes needed to create a network while respecting constraints such as connectivity [3],

network lifetime [56,58], reliable data transfer [5] and coverage [52] in both single-tiered and multi-

tiered networks. These methods often make various simplifying assumptions such as homogeneous

transmission ranges among nodes. They also often concentrate on optimizing either the number of

SNs [13] or the number of RNs [9] without considering solving the whole problem together.

The objective of this work is to design node placement algorithms for two-tiered heterogeneous

networks that aim to solve problems such as minimizing the number of RNs and SNs needed to

satisfy a coverage constraint while maintaining connectivity (with fault-less connections) of the SNs

to the base station and also maximizing the area covered by specific number of RNs and SNs. We

specifically concentrate on static networks. Our main contributions are:
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• Considering heterogeneous signal path loss by modelling the environment: In this work

we consider heterogeneous communications among nodes. This means that a signal that

is originated from the same source may experience different amounts of distortion when it

reaches points that have a distance r from the source. The amount of distortion depends on

the areas the signal propagates through.

• Deploying both SNs and RNs and satisfying a coverage requirement while maintaining

communication between the SNs and the base station in an environment with heteroge-

neous connections: Considering the previous work done in this field, our Sensor-Unification-

Relay (SUR) algorithm allows users to implement and utilize different SN and RN place-

ment algorithms in an environment that models heterogeneous connections among nodes. Our

framework adds an intermediate stage between SN and RN placement algorithms that aims

to reduce the faulty links among nodes. This stage transforms a non-uniform field in terms

of communication to a uniform field so that SN and RN placement algorithms could perform

normally. As the transformation is not perfect, we also measure the quality of each link once

the nodes have been deployed and compare our SUR method with situations where the inter-

mediate stage is not used. The SN deployment algorithms should deploy SNs in a way that a

specific amount of an given area is covered and the RN placement algorithms must establish

connectivity from the SNs to the base station using RNs so that the sensing data could be

properly transferred to the base stations.

• Maximizing the sensing area using a specific number of RNs and SNs: In the same prob-

lem model, we also solve the problem of maximizing the covered sensing area by using a spe-

cific number of SNs and RNs. Rather than first placing the SNs, our Max-cover 1-connected

algorithm uses a greedy and simulated annealing method to place RNs in locations that max-

imize the areas SNs can be placed in. We then modify a known SN placement algorithm to

fully utilize our available SNs.

1.1 Organization

The rest of the thesis is organized as follows: in Chapter 2 we review the related work in current

literature. In Chapter 3, we present the problem model and preliminaries. Then we detail our

work about node placement in Chapters 4 through 6. Specifically, Chapter 4 explains our Sensor

Unification Relay (SUR) algorithm. In Chapter 5 we describe the Max-cover 1-connected algorithm

and in Chapter 6 we present our results and comparisons in detail. We conclude the thesis in Chapter

7.

3



Chapter 2

Related Work

From the introduction of WSNs, optimizing SN placement has been studied thoroughly [62]. Various

methods have been proposed to address different challenges in node placement such as network

connectivity [3, 4, 11, 34, 63], network lifetime [55, 58, 59], network coverage [32, 51, 52], and fault

tolerance [5, 65, 66], etc. mainly in 2D but also in 3D space [40, 41]. These papers often frame

secondary challenges as constraints on the problem. While some of these algorithms concentrate

on placing SNs [1, 13, 30], others focus on RN placement [9, 31]. In this section, we review some

previous algorithms that optimize the number of SNs and RNs while providing specified network

coverage or network connectivity.

2.1 Sensor Node Placement

We categorize static SN placement algorithms based on the problems they aim to solve. The opti-

mization methods for solving these problems include linear programming techniques, greedy algo-

rithms, divide and conquer techniques, AI based algorithms such as simulated annealing and tabu

search, etc. The problem that has attracted the most attention in the literature is known as the area

coverage problem [16]. Here, the challenge is either maximizing the sensing area covered by a

specific number of nodes, or minimizing the number of nodes needed to cover a specific amount or

proportion of an area.

One well-known study is that by Dhillon and Chakrabarty [13]. They present a probabilistic

optimization framework for placing SNs. They consider a probabilistic detection model for the

SNs and consider noise and distance as parameters that can affect the information received by the

sensor. Their Max-Min-Cov algorithm deploys SNs on predefined grid points and also considers

obstacle avoidance. This greedy, iterative algorithm considers a coverage miss probability for each

grid square. The miss probability of a cell is the probability that a cell would not be covered by any

sensor nodes. In each iteration a SN is deployed on the grid point where it has the maximum impact

on minimizing the miss probabilities of the overall grid. After a SN is placed, the miss probabilities

of the grid squares are updated. Dhillon and Chakrabarty also discuss similarities between this

4



problem and the art gallery [36] problem.

A triangular-grid SN placement architecture for underwater WSNs in both two and three dimen-

sional space was presented by Pompili et al. in [40]. The main objective of this study was to find

the minimum number of SNs needed to achieve optimal sensing and communication coverage and

this is done using tiling patterns. They propose a triangular grid pattern for the SNs and prove that

if the distance between neighbouring nodes is
√

3 × the sensing range, then an area would be fully

covered without any blind spots.

Lin et al. [30] consider the problem of sensor placement for locating targets. They model the

sensing field as a grid and propose a simulated annealing min-max optimization algorithm that

ensures full coverage in the field. They first place SNs on all grid points and gradually remove

unnecessary nodes until a cost constraint is met. In each iteration an attempt is made to remove

one unnecessary node, otherwise a node is selected and moved to a random position. The system

reaches a cool state once coverage and discrimination requirements are achieved. They compare

their solution with the optimal solution in smaller cases and claim that although their algorithm may

not always find the best possible result, the solution is the desired solution.

In [64], Zhang et al. address the problem of node placement in situations where the required

detection probability thresholds of various locations are different [64]. Similar to the work done by

Dhillon and Chakrabarty [13], they also use a probabilistic sensing model for the SNs and model the

problem as an integer linear programming problem. They propose an iterative heuristic algorithm

(DIFF-DEPLOY) for solving this problem. The computational complexity of their algorithm is

O( 4
3n

6) which is the main drawback for this method.

Aitsaadi et al. [1] propose using a tabu search algorithm to achieve full coverage of a given field.

In their work they also consider the differentiated detection probability threshold for different areas

and address a probabilistic event detection model for sensor nodes. Geographical characteristics of

the monitored events are also considered. They claim that the number of SNs needed to fully cover

a field is less than for previous methods, such as the Max-Min-Cov algorithm proposed by Dhillon

et al. [13] and the DIFF-DEPLOY algorithm of Zhang et al [64].

Furthermore, the problem of evaluating coverage in a network was scrutinized by Meguerdichian

et al. in [32]. In their study which was on wireless ad-hoc sensor networks, Voronoi diagrams

and Delaunay triangulation techniques are used to find spaces not covered between the nodes and

compute maximal breach paths and maximal support path. The maximal breach path ”is a path

where its closest distance to any of the sensors is as large as possible” and the maximal support path

is defined as ”a path where its farthest distance from the closest sensors is minimized” [32]. The

polynomial time algorithm they present is centralized and is used to determine worst-case (breach)

and best-case (support) coverage.

While connectivity is a very important issue in WSNs, the previous studies only discuss the cov-

erage constraint – connectivity among the SNs is not considered. These studies have been extended

5



by including the connectivity constraint. This means that while coverage remains the main objec-

tive, the single or k-connectivity constraint among the SNs is satisfied as a side problem. To satisfy

the k-connectivity constraint, every SN should be connected to k other SNs in the network.

To achieve both connectivity and coverage, Wang et al. [56] divide a sensing area into sub-

areas. In each area, they deploy SNs row by row such that each row guarantees continuous coverage

and connectivity, and so that adjacent rows ensure continuous coverage [56]. Their solution allows

arbitrary polygons as the sensing area, with possible existence of obstacles.

The relationship between connectivity and coverage in single-tier networks has been studied in

detail. Zhang and Hou [63] use computational geometry to prove that with a radio transmission

range of at least twice the sensing range, connectivity is implied by complete coverage of a convex

area in the network. In their work they “maintain coverage and connectivity by keeping a minimum

number of SNs to operate” and also study the problem of choosing the optimal number of working

SNs from a substantially dense network to obtain full coverage.

In [5], various SN placement topologies are discussed by Biagioni and Sasaki. In their work

they aim to achieve coverage and also preserve connectivity in case of possible failures or battery

depletion of a number of SNs. Various deployment topologies such as circular, hexagonal, star-in-

square, triangle and hexagonal grids are studied. They conclude that the deployment depends on

the sampling distance and the communication radius of the SNs, which means that each deployment

should be customized to its specific location.

Other work includes the analytical study by Kumar et al. [25]. This method covers each point

of an area with at least k nodes, and provides analytical bounds on the number of nodes needed to

do so. This property is mainly required in intrusion detection and security applications. They also

develop the Randomized Independent Scheduling (RIS) algorithm that maximizes the lifetime of the

network by using a probabilistic model to control which SNs are functional and which are sleeping.

2.2 Relay Node Placement

RN placement algorithms are categorized into single-tiered and multi-tiered networks. In two-tiered

networks only the RNs participate in forwarding data gathered by the SNs to the base station while

in single-tiered networks, SNs can also receive and forward data. In both of these problems, the con-

nectivity and fault tolerance of the network depends on the placement of RNs. The main objective

is to minimize the number of RNs needed to connect all the SNs to the base station. This problem

has also been studied in wireless area networks [44], IEEE 802.16j networks [29] and WiMAX Net-

works [61]. We assume k is the connectivity level between the RNs and r,R are the radio ranges of

SNs and RNs. It has been proven [21] that for k = 1 and r = R the RN placement problem is NP

hard in single-tiered networks.

While some previous studies have the goal of achieving k-connected networks as a secondary

objective [23, 65] (k � 1), we do not have the same requirement in our work and solve the problem

6



for 1-connected networks. We should also note that efficient RN deployment can increase the size

of the areas where it is feasible to place SNs.

Based on the application, different studies use different definitions for lifetime which could be

the time when the first node dies, the time when a specific amount of nodes die or the time before loss

of coverage happens [10]. Pan et al. [37] were among the first to study the RN placement problem

for multi-tiered networks. They intend to maximize the network lifetime of a multi-tiered WSN by

deploying base stations and hierarchical clusters with “Application Nodes” functioning as the RNs

at specific locations. By maximizing topological lifetime they mean maximizing the time ”from

network initialization to a point when the WSN cannot maintain enough ANs alive to continue its

given mission” [37]. Additionally, they provide upper and lower bounds for the maximal topological

lifetime.

Tang et al. [49] present an optimization method for networks where the SNs are distributed

uniformly. The objective is to deploy the minimum number of RNs so that SNs can connect to 1 or

2 RNs. The RNs are either 1-connected or 2-connected to each other. Using R and r to denote the

communication range of the RNs and SNs respectively, they study the case where R ≥ 4r. Their

solution is a 4.5-approximation algorithm for both one-connected and two-connected networks. That

is, their solution is guaranteed to be within a factor of 4,5 of the optimal. In their work they mostly

concentrate on guaranteeing connectivity and ensuring reliability in case of node failure, rather than

increasing the total network lifetime.

Lloyd and Xue [31] present an improved algorithm that only has a constraint of R ≥ r. Based

on whether the SNs can or cannot act as data forwarders, they have modelled two problems algo-

rithms that work for both single-tiered and multi-tiered networks. For the single-tiered problem, the

solution is based on a minimum spanning tree and a polynomial time 7-approximation algorithm is

proposed. For the two-tiered problem where the RNs should be strongly connected, the algorithm

is based on a Steiner tree with minimum number of Steiner points where the Minimum Geometric

Disk Cover algorithm is used to connect the SNs to the RNs. The objective of the Minimum Ge-

ometric Disk Cover algorithm is to find the minimum number of unit disks needed, whose union

covers a number of input points. The algorithm provided by Lloyd and Xue is a polynomial time

(5 + ε)-approximation algorithm. Furthermore the NP-hardness of the second problem is proved.

Inspired by Lloyd and Xue’s work, Zhang et al. [11] develop a polynomial 14-approximation

fault-tolerant algorithm that aims to deploy the minimum required number of RNs while providing

a two-connectivity network among RNs. The algorithm with base stations has been proved to be a

(20 + ε)-approximation algorithm.

Srinivas et al. [45] proposed an improved two-stage approximation algorithm with the assump-

tion that R ≥ 2r. They formulate this as the Connected Disk Cover problem in mobile backbone

networks. In their study, every regular node should be connected to a backbone node. In the first

stage, a strip cover algorithm is used to associate SNs to RNs. In the second phase, they connect the
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RNs by creating a Steiner tree and using a minimum number of Steiner points.

In [11], Cheng et al. tackle the problem of relay placement in single-tier networks. Their objec-

tive is to deploy additional RNs to maintain global connectivity between every pair of SNs, under

the assumption that the SNs can communicate with each other. They also assume the RNs have the

same communication range as the SNs ( R = r ). They formulate the problem as an Steiner tree

with a minimum number of Steiner points and bounded edge length (SMT-MSPBEL). This problem

was previously proved to be NP-Hard by Lin and Xue [21].

Furthermore, Chen and Cui [9] recently proposed a polynomial time (5 + ε)-approximation

algorithm for the RN placement problem in WSNs with a base station. To find the positions of the

relay nodes, they first turn the problem into a 1-Geometric Disk Cover problem [20] where each SN

needs to be covered by one RN. Then they design an algorithm which is similar to the algorithm used

by Cheng et al [11] for solving the SMT-MSPBEL problem. The objective is to efficiently connect the

RNs deployed at the previous stage (covering SNs) to the base station using the minimum number

of RNs. The difference between Chen and Cui’s work and Lloyd and Xue’s work is that the former

considers base stations in the deployment.

Also Misra et al. [34] study two problems in the category of constrained RN placement in single-

tiered networks where RNs can only be placed at a set of candidate locations. They propose poly-

nomial time approximation algorithms for solving the problem of connecting each sensor to the

BS through a bi-directional path(connectivity) and the problem of connecting each SN to at least 2

base stations (survivability) by modelling the problems into a Steiner Tree Problem with Minimum

Steiner Points (STP-MSP).

The aforementioned studies assume homogeneous connections between nodes, and identical

transmission radii of nodes. For more realistic networks, Han et al. [19] address the problem

of “deploying RNs to provide fault-tolerance with higher network connectivity in heterogeneous

wireless sensor networks”. They assume a transmission range of Trelay for relay nodes and a

range [Tmin, Tmax] for sensor nodes. They model this asymmetric link communications using

one-way and two-way link models. Their main result is an O(αk3)-approximation algorithm for

full-tolerance networks under the constraints that R ≥ r and k ≥ 2. However they still assume a

disk model for radio ranges which is usually not true in real networks.

Many of the studies discussed above are analytical and the authors have not implemented their

methods in real experiments or simulation experiments. This means that detailed parameters such

as the communication quality among nodes in different situations or the network lifetime of the

proposed topologies has not been well studied in these works. Also a complete framework that can

address different problems has not been proposed. None of the works above assume different radio

ranges for both SNs and RNs. Assuming different radio ranges for RNs and SNs between different

points in the map makes the problem significantly more difficult but also more realistic. In our

framework a SN or RN may have a different radio range in different environments. Furthermore
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we aim to further increase the efficiency of the nodes by placing them together rather than just

considering RN placement or SN placement. We also measure how the communications between

nodes would be in our modelled environment.
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Chapter 3

Problem Model

None of the studies discussed in the previous section consider the problem of SN placement or

RN placement in areas with non-uniform communications for both SNs and RNs. However, many

studies have scrutinized the RF communication path loss in different environments such as forests [7,

33,42] and found highly variable and heterogeneous conditions. In [7] the receiving signal is affected

by trees and vegetation by adding additional attenuation and also indirectly scattering the signal,

in [14], the path loss of links in a Brazilian rain forest was measured and modelled. However

even these models do not address the problem of signal propagation through different terrains with

different characteristics. In our work, we model the spatially-varying RF link conditions in the area

of interest. However more comprehensive models with real measurements can be used to increase

the accuracy of our model.

For this purpose, we use a grid to subdivide the map of the area of interest, and then we attribute

the parameter α as the path loss exponent for each cell. Using maps derived from remote sensing,

the number of trees and vegetation density of the cell can be used to better select the α value for each

cell. More accurate values for the path loss exponent result in better modelling of the area and a more

realistic version of the map. However for our current experiments, we use self-generated values and

maps and using real data is proposed as future work. A sample grid map of a tropical forest area

in Brazil is depicted in Figure 3.1. Similar models that divide an area based on environmental

characteristics have previously been proposed in [43] where a region in Australia with different

vegetation characteristics was divided into 2000 zones.

In general, increasing the number of the cells increases the accuracy of the algorithm. However

splitting the map into small areas may be a difficult task and it also requires more computation and

may not be feasible everywhere. In our model the number of cells depends on the communication

range of the RNs and the SNs. Once an RN is deployed, it should at least cover its neighbouring

cell.
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Figure 3.1: Sample map with grid

3.0.1 Signal Propagation Model

Using different path loss exponents for different terrains has been previously used in models such

as Lee et. al’s [26] path loss prediction method for flat terrain and Grimlund and Gudmundson’s

[18] empirical street corner path loss model [46]. Inspired by these models we have changed the

free space signal propagation model [38] to consider the distortion of the transmitted signal as it

propagates through cells with varying values of α. Although this model is very simple and imperfect,

we can model how a signal approximately behaves in different terrains. Generally, RF signal strength

in free space is modelled as:

Pr(d) = Pt ×G1G2(
λ

4πd
)2 (3.1)

where Pt is the transmitted power in mW , Pr is the received signal strength in mW in d is the

distance from the sensor to the point being considered in meters, G = G1 ×G2 is the antenna gain

and λ is the wavelength in meters. We set K = G× ( λ4π )2 and use G = 1 in our experiments.

We use the idea presented by Grimlund and Gudmundson’s [18] path loss model and include

a path loss exponent α in the free space loss equation so that we can use it in other environments.

Their formula is as follows:

Ωp =
kΩt

dac (1 + dc/g)b
(3.2)
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where Ωt is the transmitted power in mW, dc is the distance from the sensor to the point being

considered, g = 150 meters, and a = b = the value of the path loss exponent in the cell. Ωp is the

received power, again in mW.

Crossing into the next cell:

Ωp =
kΩt

dac (1 + dc/g)b0
1

(d− dc)a(1 + (d− dc)/g)b1)
(3.3)

Although their model is designed to model the signal strength as it changes around corners, our

model is influenced by the general ideas of using a path loss exponent and modelling the behaviour

of the signal when entering a new cell. We assume the path loss exponent has a value between 2 and

3 (2 for free space and 3 for cluttered outdoor spaces or indoor communication).

The loss caused by the vegetation that is in addition to the free space loss is referred to as “excess

loss”. To account for the excess loss, we create a map of the area, divide it into a uniform grid, and

allocate a path loss exponent to each cell in the grid. To calculate the excess loss, we need to know

how much power the signal has when it is leaving a cell. When the signal is crossing into the next

cell its power is calculated as:

Pr(d) = K × Pt
dα1
1

× dα2
1

dα2
2

(3.4)

where d1 is the distance from the sensor to the edge of its cell and d2 is the distance the signal travels

in the second cell. α1 is the value of the path loss exponent in the first cell. α2 is the value of the

path loss exponent in the second cell.

This formula allows us to calculate the amount of power that is lost within the second cell.

Assuming the signal only has to propagate from the first cell into a second cell with a path loss

exponent of α2, we divide the signal strength at the edge of the first cell by dα2
2 and then multiply

the result by (d− d2)α2 to account for the loss over the distance the signal propagates in the second

cell. That is, dα2
1 /dα2

2 represents the power that is lost in propagating through the second cell.

To chain together segments through multiple cells, we include more terms of the form of the

second term above as product terms, and use the distance covered in each cell, dj . αi is the path loss

coefficient in cell i. This gives us:

Pr(d) = K × Pt
dα1
1

k∏
i=2

(
∑i−1
j=1 dj)

αi

(
∑i
j=1 dj)

αi

(3.5)

for the overall path loss model from the cell in which the transmitter is located, followed by segments

across (k − 1) more cells. We name λ(a, b) the communication distance function between points a

and b and which is defined as:

λ(a, b) =
1

dα1
1

k∏
i=2

(
∑i−1
j=1 dj)

αi

(
∑i
j=1 dj)

αi

where
∑

dj = distance(a, b) (3.6)
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For example in Figure 3.2, node A transmits a signal with a power of 100mW and frequency of

2.4× 109Hz towards B. The received signal’s power when it reaches B is calculated as:

100× 10−3× (
0.0125

4π
)2 × (1/442.7)

× (442.2/952.2)× (952.6/1682.6)

× (1682.3/2282.3) = 7.48× 10−12W

' −81.2dBm

Using this path loss model, we are able to model the communication behaviour in various envi-

ronments such as tropical forests and flat terrains by dividing the field into cells with different path

loss exponents by a grid. We name this grid θ. In this project we assume the SNs can only send

data to the RNs and SNs cannot participate in the process of data forwarding, and we define our

communications as follows:

• Relay to relay communications: If we consider a receiving sensitivity threshold (Pr) for RN

B, then node A could connect to node B if the signal power of the signal received from node

A at node B is at least (Pr). If both A and B can communicate with each other under the

aforementioned condition, then A and B are connected.

• Sensor to relay communications: Similarly the SN S is connected to RN A if the signal

originated at S has a minimum power of Pr when it reaches A.

3.1 Simulated Hardware

For the communications among nodes, we model the transmit power and receiving sensitivity of the

Xbee R© [22] 802.15.4 radios. For the SNs we model the XBee 802.15.4 radios which have a transmit

power of 10dBm at a frequency of 2.4 × 109Hz (which is 0.125m in wavelength) and receiving

sensitivity of −70dBm. For the RNs, we model the XBee-PRO model 802.15.4 radios that have

a transmit power of around 20dBm at a frequency of 2.4 × 109Hz and receiving sensitivity of

−70dBm.
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}

}
}

}
Figure 3.2: Calculating the communication distance function between two points.
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Chapter 4

Sensor-Unification-Relay (SUR)
Algorithm

Based on the problem and communication models described above, we have designed algorithms

that place both SNs and RNs in a multi-tiered WSN. Our purpose is to effectively and efficiently

place SNs and RNs so that coverage requirements and connectivity constraints are satisfied in a

modelled real environment using a minimum number of nodes. We propose a framework that con-

nects SN placement and RN placement methods and allows these algorithms to run in near real

environments by transforming a non-uniform map (in terms of communication) to a uniform area.

The effect of this transformation would be apparent in the number of RNs deployed and the quality

of links between nodes. We use these two metrics as our main measurements. Hence in general our

method for transforming a non-uniform map to a uniform map improves previous RN placement

algorithms in terms of communication accuracy in real areas. The whole framework however is

designed to increase efficiency and accuracy of both RN placement and SN placement algorithms.

Our SUR algorithm is composed of three stages.

• Sensor node placement: In the first step, we place SNs to satisfy coverage requirements

which is given as an input to our system (for example to sense 70 % of a given area). In future

work this can be extended to implement any coverage requirement such as target tracking or

maximising coverage using a specific number of SNs. Any sensor deployment can be used in

the next steps and the whole system does not depend on this stage.

• Field unification: Once the sensors are placed (with any algorithm) then we transform the

area such that communications are more uniform than before in all cells of the new region.

By uniform connections in an area we mean two main properties: first, any transmitted signal

from a source point s will have the same strength when it reaches a point x at distance d

from the original source and second, the amount of signal distortion between two points in the

original map is equal to signal distortion of the transformed two points in the uniform area.

Although our algorithm does not perfectly satisfy these requirements, our deployments have
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much better performance in this regard. We should note that this part of the algorithm mostly

affects the performance of the RN placement algorithms we describe next.

• Relay node placement: When the transformation is complete, the locations of the SNs are

also transformed. Using these new positions, we deploy the minimum number of RNs required

in such a way that a route exists between each SN to the base station possibly through a

set of RNs. Once the RN placement is finished on the transformed area, we use a reverse

transformation to get the coordinates of the RNs on the real area and the algorithm is complete.

4.1 Mathematical Model

In this section, we formulate the problem model as a combinatorial optimization problem.

Given Parameters:

R = r1, r2, ..., rn: Set of the Relay Nodes.
S = s1, s2, ..., sm: Set of the Sensor Nodes.
B = b1, b2, ..., bm: Set of the Base Stations.

π = a1, a2, ..., am+n: Set of candidate
node locations

cr : Cost of each RN.
cs : Cost of each SN.

Decision Parameters:

λ(a, b) = Communication distance between point a and point b. a, b ∈ π

cc(π) =

{ 1 if the coverage constraints are
satisfied.

0 if the coverage constraints are
not satisfied.

.

A(π,R, S) =

{ A if the area covered by S is
A and S is connected to B
through R

0 if cc(π) = 0 or there is a si
that is not connected to a bj

.

Objective Function:
min

crm+csn
max
π

A(π,R, S).

such that A > Ct the coverage threshold, which is given as input
In the next sections we explain in detail each of the steps of our algorithm.

4.2 Sensor Node Placement

The first step in SUR is to deploy the SNs over the field. In this stage the main objective is to satisfy

a sensor coverage constraint using an algorithm that minimizes the number of SNs needed. As an

16



Figure 4.1: Updating the miss probability of a sample point in the MAX AVG COV algorithm

example, we use the MAX AVG COV algorithm suggested by Dhillon et al. [13].

In this algorithm, first the area is divided into a grid µ. With this grid (which is different than

the communication grid), the problem space is decreased because only candidate positions can be

selected as sensor locations and also the issue of preferential coverage of grid points or targets

is modelled. In general, the number of cells in the grid µ depends on the desired accuracy the

SN placement would achieve. If the number of the cells n is increased, then the accuracy of the

algorithm increases. However the algorithm requires a memory space of N4 (where n and m are

number of the cells on each edge and N = m × n) so m and n cannot get too big. In our work we

determine the number of cells by estimating the average sensing range of the SNs. If the estimated

sensing range is SR then the side of each cell will have a maximum size of a =
√

2×SR so that we

can guarantee coverage of a cell by a SN placed in the middle of the cell.

SN placement is guided by the “miss probability”. This is the probability that a cell is not covered

by a given SN. In each iteration i, the algorithm places a node ai on every possible empty cell and

measures the effect of that choice in terms of the miss probability on all of the other cells. The choice

with the maximum impact (least accumulated miss probability on all other SNs) is selected, ai is

deployed there, and the miss probability matrix is updated for the next round. The original algorithm

continues until a specified number of SNs are deployed or sufficient coverage of the grid is achieved.

A miss probability threshold (Mmin) is defined for each cell. Once the miss probability threshold

of each grid point has been reached, the algorithm stops. We modify the algorithm to continue only

until a specified percentage coverage of the whole area is reached. The miss probability threshold

(Mmin) is given to the algorithm as an input. For example in Figure 4.1 we first deploy the SN A

the field. A senses cell P with a probability of 20%. This updates the miss probability of cell P to

80%. Now if another SN B is deployed and it senses P with a probability of 30%, then overall the

miss probability of cell P is updated to (1− 0.2)× (1− 0.3) = 0.56.

To model the miss probability matrix, while some algorithms use the binary sensor model (also

known as the disk coverage model), these models are not accurate for real environments because

the outcome of the sensor readings is not always a binary yes/no and ”there is inherent uncertainty
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A

B

r

Figure 4.2: Disk coverage model (A) vs. attenuated disk model (B)

associated with sensor readings, hence sensor detections must be modelled probabilistically” [13].

The algorithm we use requires a probabilistic sensor detection model to determine how well

a sensor covers a cell. We use the attenuated disk model described in [53] as our probabilistic

function. The difference between the attenuated disk model and the disk coverage model is depicted

in Figure 4.2. Our probabilistic function that is used to fill the miss probability matrix is:

pij = e−β×d (4.1)

where pij is the probability that a sensor placed in cell i would sense something in cell j. Here, d is

the distance between i and j and β is based on the sensing range of the sensors and the unit size of

the cells.

As illustrated in Figure 4.3 the algorithm works as follows. The miss probability matrixE = [ei]

defines the probability that a cell is not covered by other SNs. The size of this matrix is the total

number of grid points, n ×m. Considering E, a distance matrix D is created that has n2 rows and

m2 columns. D represents the sensing relation of every two cells of the map. In each step a SN

is placed and its effect on the miss probability of all other SNs is calculated using D; the results

are saved in Mik. Once a node is selected, E is updated and the process continues until a specified

proportion (e.g. 80%) of the area is covered. This amount is given to the algorithm as an input. As

stated earlier, by coverage we mean that the accumulated miss probabilities of a cell should be less

than Mmin.

We should note that this algorithm does not consider connectivity and only aims to increase

coverage. Providing connectivity to some nodes that are far out of the reach of the base station might

be difficult and inefficient. One important favourable point about this algorithm is that avoiding

obstacles has been considered, and cells that have obstacles between them cannot sense each other.
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1: N ← m× n . m and n are the number of columns and rows
2: M ← miss probability matrix
3: repeat
4: numsensors← 1
5: for i = 1 to N do
6: P ← Di1 +Di2 + ...+DiN . calculate impact of a SN on location i
7: if i has maximum impact then
8: k ← i
9: place a SN on k

10: for i = 1 to N do
11: Mik = 1−Dik

12: Ei = Ei ×Mik . update miss probabilities of each cell due to new SN on k
13: until Ei < Mmin for all i 1 < i < N

Figure 4.3: Pseudocode of the MAX AVG COV algorithm presented in [13]

The computational complexity of this algorithm is O(kN), where k is the specified number of

sensors to be deployed and N the number of cells. The memory complexity of the algorithm is

O(N4) because the distance matrix has N2 ×N2 columns and rows.

4.2.1 Area transformation

As explained previously, real-world environments are not necessarily uniform in terms of commu-

nication. Consequently points within a range r from a transmitter will not necessarily have the same

received signal power. These conditions occur where vegetation, buildings and landform variations

affect the signal. This means models and algorithms that address heterogeneous communications are

required to design WSNs for real environments. We recall the signal loss model, Eq. 3.4. Assum-

ing that the distance between points p and q is d, as mentioned before the communication distance

function λ(p, q) is defined as:

λ(p, q) =
1

dα1
1

k∏
i=2

(
∑i−1
j=1 dj)

αi

(
∑i
j=1 dj)

αi

(4.2)

However if we can transform a non-uniform field into a near uniform field, by properly stretch-

ing and shrinking areas that have different path loss exponents, then based on the communication

distance function, the algorithms that assume homogeneous radio ranges be utilized by implement-

ing them in the transformed area. A uniform area which these algorithms can use should have the

following property:

∀a, a′ ∈ T 2, b ∈ T 2, d(a, b) = d(a′, b)⇒ λ(a, b) = λ(a′, b′) (4.3)

Where d(a, b) is the Euclidean distance of a, b. To reach this objective, we need an injective

function that maps the locations of points in the non-uniform field into new points on a uniform field
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T 2. Based on our assumptions regarding communications between nodes, the following property

should also be satisfied:

∀P,Q ∈ S2, fS→T → λ(P,Q) = λ(f(P ), f(Q)) (4.4)

where S2 is our initial set of points. This means that the communication distance between two points

in the non-uniform field should be equal to the communication distance between the transformed

locations of the same two points in the uniform field.

Inspired by the work by Leikien et al. [27] we develop a method to transform a non-uniform

field into a uniform field using cartograms. Cartograms [12] are “transformations that that map non-

uniform metrics to a near Euclidean metric” [27]. These transformations rescale a region or area

based on a given attribute (usually geographic) and also keep some recognizability of the original

map [6]. Cartograms are commonly used to illustrate statistical information in geographical maps

such as population density, disease spread and election results because using conventional maps

with colours can be misleading [17]. Furthermore, other cartograms such as isochronic cartograms

“that distorts the cityscape using travel times originated at the observer’s location” [35] are used

to create travel time maps. Cartograms deal with challenges such as map recognizability, selecting

boundaries and minimizing the distortion of shapes [17]. An example of the German population

cartogram [57] is depicted in Figure 4.4.

The main difference between the work currently in the literature and our work is that the trans-

formation function r → T (r) in our work is not a simple function such as the density (population)

function used by Gastner and Newman [17]. In their work, the transformed field should have an

even density of population in all of the regions. This translates to:

δ(Tx, Ty)

δ(x, y)
≡ δTx

δx

δTy
δy
− δTx

δy

δTy
δx

=
ρ(r)

ρ

where ρ is the average population density of the map. However, our transformation must be based

on the communication distance function. In the desired transformed area, all of the cells should have

the same path loss exponent, α. As a result, unlike the density function of the population cartograms,

the relocation of the points from our initial map cannot be achieved in 2D Euclidean space, R2.

This is due to the nature of our communication distance function. Consider the equilateral

triangles4lmn and4mno with sides of length d in an initial field S2 all in one cell (with the same

path loss exponent) as depicted in Figure 4.5. Based on Eqs. 4.3 and 4.4 the resulting transformed

points in T 2 should also form an equilateral triangle:
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Figure 4.4: German population cartogram (from [57])

Figure 4.5: Transforming equilateral triangles
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‖ m− n ‖=‖ n− l ‖=‖ l −m ‖= d

⇒ λ(m,n) = λ(n, l) = λ(l,m)

f : S2 → T 2, f(l) = l′

f(m) = m′, f(n) = n′, f(o) = o′

⇒ λ(m′, n′) = λ(n′, l′) = λ(l′,m′)⇒

‖ m′ − n′ ‖=‖ n′ − l′ ‖=‖ l′ −m′ ‖= d′

Now if we calculate the communication distance function for l, o we will get:

λ(l, o) =
1

(
√

3d)α

In a transformed area where we have a new α for the whole area (which we name α) this distance

is:

λ(l′, o′) =
1

(
√

3d′)α

Considering Eq. 4.4, λ(l, o) should be equal to λ(l′, o′) so:

λ(l′, o′) = λ(l, o)

⇒ 1

(
√

3d′)α
=

1

(
√

3d)α

⇒ (d′)α = dα

Obviously, this condition is not satisfied everywhere, so we conclude that a uniform area satis-

fying Eqs. 4.3 and 4.4 cannot be achieved with an injective and surjective function in R2. However,

we use the idea of cartograms to move points using transformations and develop a method to create

uniform areas that have properties close to these constraints. These transformations are not perfect

and the resulting points will have errors. However, they will get us close to the area we desire

as they will decrease the communication errors in RN placement. We discuss the effects of these

transformations in the following sections.

4.3 Area Transformation

We call our transformation algorithm “Rectangular Unification”. In brief, this algorithm is based

on a Divide and Conquer approach and combines neighbouring cells to produce new cells with new

path loss exponents, α′, until a single rectangle with a single path loss exponent is achieved. In the

process of combining neighbouring cells, points are moved in such a way that the communication
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Figure 4.6: Combining two grid squares with two different path loss exponents and creating a new
grid square. α2 < α)1

function distance function λ would be better satisfied in the new area. Currently this method only

takes rectangular maps as input. We plan to extend this method for other shapes in future work.

As illustrated in Figure 4.6 our algorithm spreads areas that have higher path loss exponents

values and squeezes zones that have a lower α. This is because we select a new path loss exponent

α for each two cells we are combining so if we want a signal to lose the same amount of energy that

it used to while propagating in the two cells, based on the communication distance function λ we

should also change d the distance the signals are travelling through the cells. For the cell that had a

higher path loss exponent, the new α is decreased so the distance that the signal is travelling through

should increase and points should spread. Similarly, the cell that had a lower path loss exponent

would shrink.

As depicted in Figure 4.6, to combine two grid squares, first we need to find x′2. This point

represents and creates a new virtual border between the two previous cells and has the following

property:

1

(d′)α2
=

1

(2d− d′)α1

Now to perform a transformation between two cells we first need to calculate d′:

(d′)α2 = (2d− d′)α1

⇒ α2 × ln(d′) = α1 × ln(2d− d′)

⇒ ln(d′)

ln(2d− d′)
− α1

α2
= 0

Now assuming d > 1, this function above, is a strictly monotone function if 0 < d′ < 2d. We

calculate the derivative function to prove so:

f(x) =⇒ ln(x

ln(2d− x)
− α1

α2
= 0

⇒ δf

δx
=

log(2d−x)
x + log(x

2d−x)

log2(2d− x)

= −x log(x)− x log(2d− x) + 2d log(2d− x)

x2 log2(2d− x)− 2d log2(2d− x)x
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Figure 4.7: f(x) and δf
δx when d = 1.5

As depicted in Figure 4.7, the derivative always has a positive value for d = 1.5.

We use the Gauss-Newton algorithm to obtain d′ as f(x) has a root between 0 < x < 2d and

alpha1 and alpha2 have positive values.

Once dprime is calculated, we shift all the points in a cell using the following linear formulas.

For points in the left-hand cell:

x′ = x1 +
(2d− d′)× (x− x1)

d

and for points in the right-hand cell:

x′ = x′2 +
d′ × (x− x2)

d

Now that all the points in the cells have been rearranged, a new path loss exponent is required to

be computed for the combined cell. We suggest various methods from the following list:

• SUR-Average: In this method the new path loss exponent αn is calculated as: αn = α1+α2

2

where α1, α2 are the path loss exponent of the two cells that are to be combined.

• SUR-Sqrt: the new path loss exponent αn is calculated as: αn =
√

(α1)2 + (α2)2.

• 1WayPathLoss: Based on our path loss model, in this method, the new α is calculated in a

way that the amount of energy that a signal loses while going through the two cells (in one

direction) would be the same with the new α and is calculated as follows: αn = α2 ∗ log(d1+

d2) − (α2 − α1) ∗ log(d1))/log(d1 + d2); where d1, d2 set the boundaries of the new two

virtual cells.

• 2WayPathLoss: This model calculates the amount of energy that a signal loses in both di-

rections (rather than one direction) and considers the maximum. Then it does the same cal-
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Figure 4.8: Transforming an area

culations similar to the SUR-1WayPathLoss model. This means that the formula is: αn =

Max(α2, α1) ∗ log(d1 + d2)− |(α2 − α1)| ∗ log(d1(ord2ifα1 < α2)))/log(d1 + d2);

Neighbouring cells are combined recursively in both dimensions until a single cell is obtained.

Figure 4.8 illustrates the process in a 16× 16 area.

4.4 Analysis

This algorithm estimates a single path loss exponent, α, for the whole field, and also relocates points

so that the area becomes more uniform relative to the communication distance function. Having a

unique path loss exponent means that Eq. 4.3 is automatically true in all of the area. In our algorithm,

points in cells that have a higher path loss exponent than α stretch and diffuse so that Eq. 4.4 can

be better satisfied. Alternatively points in cells that have a lower path loss exponent will compress.

These alterations approximately satisfy the second constraint, Eq 4.4. The points that used to be in

the same cell, and particularly points that were near the borders of the cell, are most inaccurate as in

our method the edges of the cells are kept constant so points near edges can not fully move to desired

locations. Despite this inaccuracy, we should emphasize that satisfying Eq. 4.3 is essential in most

of the current RN placement algorithms. This is what Rectangular Unification does. Without this
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constraint, these previous algorithms will not work properly.

When the transformation of the area is complete, we will also obtain the new coordinates of the

SNs. Having these coordinates in hand, we place the RNs to connect the SNs we deployed in the

first stage. Once the RN deployment is complete, we need to do a reverse transformation to retrieve

the original points and the locations where the SNs and the RNs actually need to be deployed. For

this reason, we keep the transformations, and as these conversions are injective and surjective, a

reverse transformation can be performed.

4.5 Relay Node Placement

The algorithm we use for RN placement is based on the method proposed by Chen and Cui [9].

The objective is to deploy a minimum number of RNs to connect the SNs to the base stations. It

is a (5 + ε) polynomial optimization algorithm for two-tiered wireless sensor networks with base

stations. We run this algorithm on the transformed area, and once the locations of the RNs have

been determined, we do a reverse transformation to find the original coordinates of these points.

The algorithm needs to have two main properties. First, all of the SNs must be able to connect

to at least one RN. Second, the RNs should be able to connect to each other and the base stations.

We note that the only possible communications in our network are on the links between the RNs and

SNs, and on the links between the RNs. SNs cannot participate in forwarding the data.

The algorithm proposed by Chen and Cui [9] solves the problem where every SN is covered by

at least one RN, and the network of RNs is 1-connected. This is called 1-coverage, 1-connected

RN deployment. This algorithm can be described in two steps. First, an approximation algorithm

for RN placement in a single-tiered network with base stations is presented. Using the ideas from

this first algorithm, the algorithm to solve 1-coverage, 1-connected RN deployment in multi-tiered

networks is explained .

4.5.1 Part 1: Approximate RN placement in a single-tiered network

Inspired by an algorithm proposed by Cheng et al. [11], Chen and Cui presented a solution for RN

deployment in a single-tiered network with base stations when R = r. Cheng et al. define the

problem as follows: Given a set of duty sensors (required sensors) in the plane, place a minimum

number of relay sensors to maintain global connectivity such that the transmission range of each

sensor is at most R, where R is a constant.

Note that R = r turns the problem into adding nodes to a single-tiered network to establish

connectivity between all the SNs and the base station. While Cheng et al. solve the problem by

constructing a Steiner tree and obtaining the Steiner points as the result, Chen and Cui present an

algorithm similar to Kruskal’s algorithm for creating minimum spanning trees which we describe

next. We name this algorithm ψ in this manuscript.
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Figure 4.9: Four steps of algorithm ψ for RN placement algorithm in single tier networks

• S = s1, s2, ..., sn is the set of n SNs, B = b1, b2, ..., bm is the set of m base stations (trivially,

we can letm = 1) and r is the communication range of the SNs . The output of the algorithm,

Y , is a set of connectors. Also, TA a disjoint set containing the vertices of the complete graph.

• The algorithm starts by running Kruskal’s algorithm on the complete graph G = (S ∪ B,E)

where e1, e2, ...e(n+m)(n+m−1)/2 are edges sorted according to the Euclidean distances be-

tween two nodes in the graph.

• Next, for every ei in the weight-increasing sequence e1, e2, ...e(n+m)(n+m−1)/2, ei is selected

and the neighbouring vertices are merged in TA if ei < r. Each ei selected connects two

different components in TA.

• Third, we select every three vertices {e, f, g} in TA that belong to three different components

of TA, and if possible obtain a point p such that the distances from p to e, f, g are all no

more than r. We do so by passing a circumscribed circle through the triangle 4e, f, g and

calculating the coordinates of its center. If the radius of this circle is less than r, then p is

added to Y and the edges pe, pf, pg combine associated components in TA.

• Finally, for the remaining ei ≥ r in ascending order, if ei connects two different components

or adds a new vertex in TA, then we divide the edge ei into small pieces of length at most r by

dw(ei)
r − 1e relay nodes and add the new vertices to Y . The new components thus connected

are merged in TA.

The pseudo code of the algorithm is provided in Figure 4.10.
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1: B ← Basestation . B the set of deployed BNs
2: S ← RelayNodes . R a set of deployed SNs
3: r ← Sensors Range
4: R← Relays Range
5: E ← Set of all weighted edges between all nodes
6: TA A set of vertices . the Euclidean distance is the weight
7: E ← Sort(E) . The edges are sorted according to their weight
8: for all e ∈ E do
9: if eweight < r & e connects two different components of TA then

10: TA ← Vertices of e . put the vertices of e in TA
11: update connected components in TA
12: for all e ∈ TA do
13: for all f ∈ TA do
14: for all g ∈ TA do
15: if e, f, g are from three different components then
16: q ← the circumscribed circle of4efg
17: if qr � r then . qr is the radius of the circle
18: Y ← qc . qc is the center of the circle
19: for all e ∈ E do . remaining edges not processed in the previous stages
20: if e connects two different components in TA or adds a new vertex to TA then
21: divide e into pieces of length at most r
22: add dividing points to Y
23: Return Y

Figure 4.10: The Relay deployment algorithm presented by Chen and Cui [9]

As stated in [9], the time complexity of this process for the first step isO(n2logn). For step 2 and

step 4 the complexity is O(n2). For step 3, the complexity is O(n3). The overall time complexity

of the algorithm is O(n3).

This algorithm is used in RN placement, which we describe next.

4.5.2 Part 2: An algorithm for the 1-coverage 1-connected problem

As explained previously, our problem is to place the minimum number of RNs so that all of the

already placed SNs are connected to the base station. While RNs can connect to other RNs and SNs,

SNs cannot communicate among themselves. We explain an algorithm that was proposed by Chen

and Cui [9], and also consider its performance.

Similar to the previous algorithm, we have the following assumptions. S = s1, s2, ..., sn is the

set of n SNs. B = b1, b2, ..., bm is the set of m base stations (trivially, we can set m = 1). We

assume r is the communication range of the SNs, and R is the communication range of the RNs.

The set of locations of RNs, Y , is the algorithm’s output. We also assume the RNs have a larger

communication range than the SNs, R ≥ r. Furthermore, ϕ is an approximation algorithm based on

Hochbaum and Maass’s algorithm [20] for the 1-Geometric Disk Cover problem.

Assuming that S ⊂ Z × Z and given a rational number r, the minimum Geometric Disk Cover

problem for (S, r) finds the minimum number of cardinality points C ⊂ Q×Q in a Euclidean plane

such that every point in S is covered by a circle with the radius of r and the center being a point in
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C. In other words for all of the points si in S, the distance between si and one of the points in C is

less than r [9]. We have implemented the solution proposed by Hochbaum and Maass [20] which

is a polynomial time approximation for this problem. The result of this process is a set of RNs that

cover a given input set of SNs in a modelled environment.

The algorithm provided by Hochbaum and Maass for the problem of covering S points with

the minimal number of disks with of diameter r (ϕ) works as follows: First we call the value l the

”shifting parameter”. Now assuming that we have some points that we need to cover in a square cell

with the edge of l× r, we are able to fully cover all the space in that square with 2× l2 disks. Using

exhaustive search we calculate the minimum number of disks required to cover the points we need in

that square by in turn removing disks from the initial state. However this process is computationally

expensive.

To overcome this problem, we subdivide the area containing the points into vertical strips that

have a width of l× r. We again divide these vertical strips into horizontal grids that have a width of

l× r (We created a grid where each cell has a edge size of l× r). Now we run the exhaustive search

algorithm of finding the minimum number of disks required to cover the points in a unit square for

each cell and obtain a set of points Ci. This leads to an optimal solution in any stripe separately,

but does not necessarily lead to an optimal solution of entire rectangles. So in turn horizontal and

vertical strips are shifted and a new set of results is obtained for each cell. This bounds the error

of the divide and conquer scheme. The outcome of the algorithm is the minimum number of disks

obtained from one of the shifts.

Now the rest of the algorithm of RN placement works in two stages.

• Step 1 The algorithm ϕ is applied to the set of the already placed SNs, S. The output is a set

C, which is a feasible solution of the minimum Geometric Disk Cover problem.

• Step 2 The set C ∪ B and radius R is given as input to the algorithm ψ which was described

previously. Y is obtained as output.

In step 1, this algorithm satisfies the condition that each SN should connect to at least one RN.

The second condition that the RNs should be connected to the base station is satisfied in step 2.

Together, the result is a feasible solution for the 1-coverage 1-connected problem. The overall result

of the algorithm is C ∪ Y .

In their paper, Chen and Cui prove that the resulting set Y has a performance ratio of no worse

than (5 + ε) of the optimal solution.

The algorithm suggested by Hochbaum and Mass [20] has a time complexity of O(n1/ε
2

) for a

given ε > 0 and a (1 + ε)-approximation algorithm. The value for ε is usually chosen as 0.3, so

the complexity of the Hochbaum and Mass algorithm is typically about O(n11). Considering the

time complexity of algorithm ψ which was O(n3), the total time complexity to obtain the result is

O(n1/ε
2

) [9].
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We run this algorithm on the transformed area, given the locations of the SNs from the previous

step, to find the positions of the RNs. Once this process is complete, we have the coordinates of

the needed RNs in the transformed map. However as we need the real coordinates of these points

so that we can deploy them in the original area, we have to perform a reverse transformation to

obtain the coordinates of the RNs in the original non-uniform area. To do so we keep track of the

transformations that are performed on the cells during the transformation from the non-uniform area

so that after the RN placement, we are able to do the reverse transformations accordingly.

4.6 Discussion

In the following we discuss the performance, strengths and weaknesses of our SUR method.

4.6.1 Number of RNs

We should note that applying the transformation does not necessarily decrease the number of RNs

in the RN placement stage. Based on the map and the path loss exponents, increased or decreased

number of RNs in comparison with a situation where we don’t run the transformation and the second

step in general, can result. While the objective of our transformation method is to consider the

irregularities of the communication map, a model without the transformation method would deploy

more nodes in areas that have lower path loss exponents and place fewer nodes in areas that have

higher path loss exponents. As illustrated in Figure 4.11 an RN placement algorithm without the

transformation algorithm might consider using an average path loss exponent of, for example α =

2.5 for the whole field. However, if nodes R1, R2 and R3 have an area with a path loss exponent

of α = 2 between them, then a redundant RN might have been placed which we remove with our

algorithm. Similarly if R2 is in an area with a path loss exponent of α = 3 then additional RNs

might be needed so that communications between R1 and R2 and R3 would not be faulty.

4.6.2 Number of Cells

As mentioned previously, increasing the number of the cells in the grid will increase the accuracy

of the RN placement in the next round. However this might lead to numerous small cells that each

need a path loss exponent. Estimating this value for each of them might be impractical.

4.6.3 Sensing model

The algorithm that we used for SN deployment, requires a probabilistic sensor detection model to

determine how well a sensor covers a cell. This means that while we use a uniform attenuated disk

model, other models that necessarily do not presume uniform sensing by nodes in all directions can

be used as a model for SN deployment. The second and third stage of our model are not specific for

the current algorithm we use.
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Figure 4.11: RN placement in different conditions

4.6.4 Other applications

In this thesis, we use the transformation in step 2 of our algorithm to increase the communication

quality of links in real environments using our model. The effect of this proposed method is apparent

in stage 3 of our framework. However this transformation method and model may be used in any

real area and with any wireless communication algorithm that assumes homogeneous connections

among nodes. The applications are not limited to node placement in WSNs, and fields such as data

routing and network topology algorithms could benefit from this method. In addition, although the

transformation of cells depends on the signal propagation formula we introduced in the previous

section, even with different models, new transformations can be proposed that can have the same ef-

fect and decrease the communication error rate of algorithms that assume homogeneous connections

among nodes.

4.6.5 Suggested Improvements

This framework can be improved in various ways. In general, improved algorithms can be used for

SN placement. Also other algorithms that concentrate on parameters other than coverage, such as

target detection or network longevity and data fidelity can be implemented. Furthermore the RN

placement algorithms can also be enhanced as the framework does not depend on only one algo-

rithm. Additionally, using cartograms that better satisfy the requirements of a desired uniform field

(especially the second constraint) will improve the overall performance of the framework because
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they better estimate the connections among nodes.
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Chapter 5

Max-cover 1-connected Algorithm

In the previous chapters we explained that many simple node placement algorithms cannot be uti-

lized because of the communication model and our non-uniform field (in terms of communication).

With our SUR algorithm, we proposed a solution to overcome this problem by creating a uniform

field using a transformation on our communication model. Here, we solve another problem in node

placement and suggest a three stage solution for it. While in the previous chapter the objective was

to cover a specific proportion of an area with the minimum number of RNs and SNs, herein we solve

the problem of maximizing the area covered by a limited number of SN and RNs. Our algorithm

aims to fully utilize each node so that the sensing coverage area would be increased the connectivity

maintained with a specific number of SNs and RNs.

We formulate our problem as follows:

Given Parameters:

R = r1, s2, ..., rn: Set of the Relay Nodes.
S = s1, s2, ..., sm: Set of the Sensor Nodes.
B = b1, b2, ..., bo: Set of the base stations.

π = a1, a2, ..., am+n+o: Set of candidate
node locations

µ(ri) = (c1, c2, ..., ct): Set of points where
SNs can be deployed in and connect
to a ri.

d(i, j) = Euclidean distance between location
i and location j. i, j ∈ π

λ(i, j) = Communication distance between
location i and location j. i, j ∈ π

n : Number of RNs.
m : Number of SNs.
w : Width of each cell
h : Height of each cell

Decision Parameters:
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cc(π) =

{ 1 if all SNs are directly con-
nected to at least one RN and
all RNs are connected to at
least one base station .

0 if the conditions above do not
stand.

.

E(π,R) =

{
As = |µ(r1) ∪ µ(r2) ∪ ... ∪ µ(rn)|
0 if cc(π) = 0

.

Neighbour(π)= {< a′1, a
′
2, ..., a

′
m+n >|

a′i ∈ neighbors(ai)}.

neighbours(ai) = aj ∈ π | d(ai, aj) �
√
w2 + d2

Objective Function:

argmax
π

A(π).

where m,n the number of SNs and RNs is given as input.

Analogous to our previous algorithm, our max-cover 1-connected method is also composed of

three main stages:

• Greedy RN placement: First, we present a iterative greedy algorithm for RN placement. In

each step this algorithm places RNs in such a way that the candidate locations for SN place-

ment and also RN placement in the next round would be maximized while also preserving

connectivity among previous deployed RNs. This algorithm does not necessarily lead to suit-

able results.

• Improving the RN placement by using Simulated Annealing: Once RNs are initially de-

ployed, we try to improve the placement by running a stimulated annealing algorithm on a

defined objective function. As the objective in general is to maximize the area sensed by a

specific number of SNs, an efficient and effective RN deployment algorithm increases the

areas which the the SNs can potentially be deployed (places which a SN can communicate

with a RN and base stations) and also preserves the connectivity among the RNs and the base

stations.

• Sensor node placement: Finally we need to deploy SNs in candidate locations that the RN

placement algorithms have provided in previous steps. Consequently this stage turns into a

normal SN placement algorithm where SNs can be deployed only in specific locations. We

utilize and modify a method presented by Pompili et al. in [40] for covering uniform sensing

areas. The candidate locations already have the ability to establish a connection to the base

station through RNs as this property was already provided in the previous steps. So as long

as nodes are deployed at points obtained in the previous stages, the connectivity would be

established.
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Figure 5.1: Radio range of relay nodes and sensor nodes in a real environment.

5.1 Greedy Relay Node placement

Unlike other node placement algorithms, our max-cover 1-connected method aims to create an al-

gorithm that deploys both RNs and SNs in a multi-tiered network. Other work usually either places

SNs or deploys RNs according to the locations of the SNs. Based on our communication model

presented in Chapter 3, we suggest to first deploy the RNs rather than the SNs and then based on the

areas which the RNs are able to communicate over we can choose the locations for the SNs.

Before explaining the mechanism of the first stage of our algorithm, we give two definitions:

• Relay to relay communication area: Is the area in which RN B can connect to RN or base

station A. This means both A and B should be able to receive signals from each other that

have a power of more than Pr. In Figure 5.1 nodes A and B are connected to each other but

node B is only partially connected to the base station. If we define the communication areas

of nodesA,B as CA(A), CA(B) then the communication area of this pair of nodes CA(a, b)

is CA(A) ∩ CA(B).

• Sensor to relay communication area): Similarly the sensor to relay communication area is

the area where sensor node S can connect to RN or base station A. In Figure 5.1 the shaded

areas are ranges where the sensors can connect to respective RNs or base stations.

Note that based on the map and our communication model, the resulting shape of both the sensor

to relay and relay to relay communication range of a node in all directions is not necessarily a circle.

In fact circles are created only when the the communication distance is equal in all directions which

usually is not the case when we have various path loss exponents as in real life.

Based on these definitions the algorithm operates as follows:

First a preprocessing step finds the areas where the SNs and RNs can be deployed for each

point. A grid ω is created and based on the nodes radio ranges, two set of points, one for the relay

35



to relay communication area and one for sensor to relay communication area is obtained for each

vertex of the grid. This determines the points that the specific point can communicate to if there

was a SN or RN at that specific point. For each vertex a set of the candidate points for both the SNs

(p1, p2, ..., pn) and RNs q1, q2, ..., qn) is kept. This leads to an estimated area of the sensor to relay

and the relay to relay communication range. The number of cells of this grid depends on the desired

accuracy level. This grid is also used in the next stages of the algorithm. The complexity of finding

this set is O(N2 × n) where N is the number of cells of grid ω and n is the number of cells of the

θ grid (we have to calculate λ between every two points). In Figure 5.1 each RN has a hypothetical

maximum radio range when α = 2. The shaded areas in Figure 5.1 represent points where SNs are

able to communicate with the corresponding RN.

The algorithm starts with a given set of base stations. In each step, we iterate on the base stations

and RNs and for each point of the RN candidate point set qi of these RNs and base stations, the SN

candidate points pi are pre-calculated. An RN is placed on a point that maximizes the total sensing

area i.e. the number of candidate points pi. In Figure 5.1 points A and B have been selected based

on the shaded area they have added. The algorithm continues until all the RNs have been placed.

Analysis

Because of the greedy nature of the algorithm, the method is prone to missing RN deployment

locations that may lead to increased sensing areas. For example if the method reaches a region that

has a path loss exponent of α = 3, regardless of the thickness and extent of that zone, it tries to go

around it rather than attempting to place RNs in that area. If the region is small enough, it may be

feasible to place some RNs inside that region and find more suitable locations to place other RNs

afterwards. We try to confront this shortcoming in the next stage of the algorithm. The complexity

of the algorithm in each step for each RN is O(RR × RS) where RR is the available number

of candidate locations for RN placement (we have to check every point) and RS is the number

of candidate locations created for SN placement in that stage (the maximum points added to the

candidate sensor locations set).

5.2 Simulated Annealing

To improve the performance of our RN placement, we propose using a Simulated Annealing (SA)

algorithm on the results of the greedy algorithm. Simulated annealing delivers notable solutions

on combinatorial optimization problems. It is suitable for our use because of the large solution

space of our problem. Although SA does not necessarily reach the best possible solution of a given

function in a large search space in a certain amount of time, it locates a good approximation. Solving

problems with SA is relatively simple to formulate and requires low memory to run [47]. The idea

of SA in computer science originates from a paper in annealing solids presented by Metropolis

et al. [50] in 1953. Kirkpatrick et al [24] developed the idea of applying the technique to solve
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optimisation problems in 1983.

One of the most important properties of SA-based algorithms is their ability to escape from local

maxima and minima by sometimes choosing worse moves. The probability of accepting a worse

move depends on the current state (temperature) of the system and the change in cost function. The

SA algorithms select a random move from the available neighbouring moves rather choosing the

best available move. If the move is better than the current position, then the move is certainly taken.

If not, worse moves are selected based on the following probability [47]:

p = e−(
∆E
t ) � R(0, 1)

In this function, ∆E is the change in the evaluation function, T is the current temperature of the

system and R is a random number between 0 and 1.

Starting from a higher temperature T = 0.9, to cool our system, we use the following cooling

function:

F (T ) = c/1 + log(1 + k)

where c = 10 is a constant and k is the current iteration number. In each step T = F (T ). Using the

mentioned function, the temperature dynamically changes as the algorithm progresses.

Preprocessing

From the previous round, we have an RN deployment as input. Again we grid the area and keep the

set of points covered in the relay to relay and sensor to relay communication areas for each point.

The grid is named ω. Also we move the RNs to the nearest grid point in ω. This means that if

the number of cells in ω is not big enough, then the connectivity among RNs might be broken and

reaching a suitable answer would not be an easy task.

Energy Function and Cooling Schedule

In each step the SA algorithm selects one RN randomly and moves it to a random neighbour loca-

tion. Then we examine the change in the energy of the system. Maximizing the number of points

in the sensor to relay communication areas of all RNs and base stations (As) is our objective so the

current energy of the system E in each state is the number of points covered by the sensor to relay

communication area of the RNs. The difference in this value works as the ∆E. If the answer is

better than the best yet achieved result, then we update the best achieved results and move on.

Maintaining connectivity among RNs and the base stations is an important requirement. If the

connectivity among RNs and the base station is broken in a step, re-establishing the connections

might require many steps. In our implementation we do not allow our RNs to move to locations

where it disconnects them or other RNs from the base stations. But doing so still does not prevent
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1: B ← Basestation . B the set of BNs
2: R← RelayNodes . R the set of RNs from the Greedy algorithm
3: T ← CurrentTempreture
4: while true do . Or other constraints or conditions on the run time of the algorithm
5: r ← random RN
6: SelectMove(r) . Selects a move for the relay node to a neighbouring position
7: if CalculateNextTempreture() � 0 then . smaller than zero means no connectivity
8: E ← CalculateNextTempreture
9: ∆E ← E − T

10: if ( then∆E � 0)
11: Move(r)
12: else
13: if ( thene−∆E

t � 0)
14: Move(r)

15: T ← E
16: function PREPROCESS
17: for all n ∈ Cells do
18: nRelayCover ← covering relay points
19: nSensorCover ← covering sensor points
20: for all r ∈ RelayNodes do
21: Move r to closest grid point
22: function CALCULATENEXTTEMPRETURE
23: if a RN is not connected to a base station then . using DFS and nRelayCover
24: return −1
25: else
26: return Calculate number of all covered points using nSensorCover

Figure 5.2: The Simulated Annealing Algorithm

us from reaching the global maximum as the best possible answer would still be in the search space

range. In each step we check the connectivity by running a depth-first search algorithm from the

base station and also calculate the change in the objective function by calculating the number of

points covered by the RNs.

In our implementation, we always keep the best achieved answer. Our algorithm finishes when

a specific number of iterations has been performed. That is, until the system has reached a specific

temperature Td. However, other constraints such as continuing until a specific amount of sensing

coverage is achieved, can be used to limit the runtime.

The complexity of each iteration of our SA algorithm isO(R×N2+R2) whereR is the number

of RNs available and N is the number of cells in the grid. The R2 is because we have to check the

connectivity between the RNs and the base station and theR×N2 is for calculating the SN candidate

location set. This makes our method scalable for bigger maps.

We present the pseudo code for the algorithm in Figure 5.2.

Once the algorithm is finished, we have obtained a set of RNs that are connected to the base

station and maximize the sensor to relay communication area. In the next stage, we must place the

SNs. We have candidate locations that are suitable for node placement and we should choose among
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Figure 5.3: Full coverage of an area is achieved when d =
√

3Sr.

these points.

5.3 Sensor Placement

The last stage of our algorithm is SN placement. SNs must be deployed according to the placement

of RNs. One of the benefits of our algorithm is that in this stage, an SN placement algorithm does

not have any connectivity concerns. The SN placement algorithm in this stage could be maximizing

the covered area with the minimum number of SNs where the we only have candidate areas for SN

placement. The provided areas are not necessarily connected to each other. We should note that as

we only have candidate locations for the SNs, an upper bound for the maximized area that can be

covered exists. Here we solve the problem of maximizing the area covered with a specific number

of SNs and present a greedy algorithm for it. We assume a uniform sensing field and consider a disk

covering model for the SNs. This means that the SNs either fully sense an area or do not sense it at

all.

We modify the SN placement algorithm proposed by Pompili et al. [40] to maximize the cov-

erage with the minimum number of nodes in an area where the sensing model is a disk covering

model. Their method is presented for underwater WSN applications and is proposed for both two

and three dimensional space. They assert that if the distance between adjacent nodes (d) in the grid

is
√

3×Sr, (Sr is the sensing range of the SNs) then full coverage of an area can be achieved. Figure

5.3 illustrates such a deployment.

However, if the distance between the adjacent SNs in the grid is 2×Sr or more, then the sensing

cover disks of neighbouring nodes would not have any junctions and the sensing covered area by
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Figure 5.4: Coverage is maximized with the same amount of SNs when d = 2× Sr

each disk is maximized. This requires SNs to be apart from each other and requires space which

means that the previous RN algorithm should create large sections of candidate locations for the

SNs. Figure 5.4 depicts a deployment where d = 2× Sr.

However as we want to minimize the covered communal space between the neighbouring SNs

and also want to place the maximum number of nodes in a specific area available, we need to find the

best possible distance d between the adjacent SNs and then create a triangular grid τ accordingly.

In this way the sensing range disks of the SNs would have minimum interference while remaining

as close as possible to each other so that additional SNs can fit into the area. Hence the sensing

coverage efficiency would increase.

So to find the best distance d we test different values for d between d =
√

3Sr and d = 2 × Sr
and select the value that maximizes the area covered by the SNs. If the step size is w, then the total

number of times that we need to test a deployment is:

t =
(2−

√
3)Sr

w
(5.1)

In each step, our SN placement algorithm works as follows:

• Creating a grid: In each step i we create a triangular grid τ for the whole field and set the

distance of adjacent vertices
√

3 + (w × i).

• Placing SNs: According to the RNs deployed in the field from the previous stage and the

areas created for SN placement, if a vertex of the grid τ is in the areas covered by the RNs, we
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select the location for SN deployment. This process continues until all the SNs are deployed

or we run out of space.

• Examining the placement: Based on the deployed SNs, we calculate the total area covered

by the SNs. This is done by creating another grid ς that has smaller cell sizes to increase the

accuracy of the measurement. We examine whether a point in the grid ς or not. If a point is

covered by two or more SNs, we only consider that point covered once.

We keep the deployment that maximizes the sensing area covered and alongside the locations of

the RNs, we return it as the output of our max-cover 1-connected algorithm.

With our method, areas that are available for node placement, will be fully utilized and if there

is not enough room for SN placement (even with d =
√

3Sr) then the algorithm returns the surplus

number of SNs. As illustrated in Figure 5.5, the area is tiled into a triangular grid with d = 2×Sr and

then points that are in the sensing communication range of the RNs, are selected for SN deployment.

The complexity of placing the SNs is O(n) where n is the number of candidate locations where the

SNs can be placed.

5.4 Discussion

In this section we discuss the performance, strengths and weaknesses of our max-cover 1-connected

method.

5.4.1 Performance in different maps

The objective of our max-cover 1-connected algorithm is to maximize the areas where potential SNs

can be deployed. This means that it searches for areas that have a lower path loss exponent. However

this might not be the objective of the user. In many cases SNs need to be placed everywhere, and

uniformly rather than in specific points that have lower path loss exponents. In that case we suggest

using our SUR algorithm because considering the SNs, it tries to connect them to the base stations.

Our max-cover 1-connected algorithm has better use when the vegetation in an area is rather uniform

and the average path loss exponent does not have a high variance.

5.4.2 Obstacle Avoidance

One of the main benefits of our max-cover 1-connected algorithm, is its capacity of considering

obstacles and forbidden regions. These areas can easily be specified by allocating a very high path

loss exponent α for them. In this way the algorithm tries to avoid the obstacles and places nodes

around them.
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Figure 5.5: SN placement in candidate points.

5.4.3 Preprocessing

Before the SA algorithm, we use a preprocessing step that for each point in the grid ω finds the set

of vertices that are in the relay to communication and sensor to communication areas of that point.

The complexity of this process is O(n2 ×m2) where n is the number of cells in the grid ω and m

is the number of cells in the communication grid θ. Finding λ(i, j) between every two points i, j is

O(m2) so the whole process becomesO(n2×m2) as for each point we need to check whether other

points are in its sensor to relay or relay to relay communication distance or not (we recall that λ(i, j)

is not necessarily equal to λ(j, i)). But because we have a upper bound for the sensor to relay and

relay to relay communication ranges (when α = 2), we improve the performance of the pre-process

by only checking the points that are in the upper bound distance of each point. In general the high

time complexity of the pre-processing limits the number of cells ω which means reduced accuracy

for the SA.

5.4.4 Number of SNs

To better realize the full effects of the algorithm, a sufficient number of SNs is required. Otherwise

with only a few SNs (compared to the number of RNs) the placement of the RNs would not really

matter as we might be able to deploy all the SNs regardless of how well the RNs are distributed. The

effect of our algorithm is apparent when the sensor to relay communication areas of the RNs is fully
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utilized by a sufficient number of SNs.

5.4.5 Communication

One of the main benefits of our max-cover 1-connected algorithm is that it considers the com-

munication function λ in its node placement. Theoretically, there should not be any errors in the

communication between nodes. Furthermore the algorithm is not dependent on the function λ and

other communication models can also be used.

5.4.6 Other variation of the SN problem

Once the RNs are placed and deployed, a good estimate of the maximum number of SNs that can

be fully utilized in that area can be developed. In other words, while we solve the problem of

using a specific number of SNs to maximize coverage, the problem can be turned into finding the

minimum number of SNs that achieve maximal coverage, because the candidate areas that SNs can

be deployed in is limited.
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Chapter 6

Results

In this section we present the results from the experiments of our SUR and max-cover 1-connected

algorithm. We explain the results in two main sections. First we present the results from the max-

cover 1-connected algorithm.

6.1 Results of the max-cover 1-connected algorithm

In the previous chapter, we presented the max-cover 1-connected algorithm. This algorithm takes a

number of SNs and RNs as input and maximizes the total area covered by the SNs by also maintain-

ing connectivity among the SNs to the base stations through the RNs. We presented a three stage

algorithm that consisted of 1) a greedy RN placement algorithm, 2) a simulated annealing algorithm

that enhanced and improved the results of the first stage and finally 3) the SN placement algorithm.

We implemented our proposed solutions and in this section we talk about their performance.

6.1.1 The performance of the max-cover 1-connected algorithm in specific
cases

The first stage of our algorithm places RNs in an iterative and greedy manner. This behaviour leads

the algorithm to select points that result in the maximum sensor to relay communication areas. In

Figure 6.1, a 1000m × 1000m map is depicted with the shaded areas representing parts with a

high path loss exponent (α = 3). The rest of the map has a path loss exponent of α = 2 and the

base station is located at the top left corner of the map. In this figure the green dots represent the

candidate locations of SNs and the blue circles are the sensor to relay communication ranges of the

RNs. Furthermore the relay to relay communication ranges are shown as orange circles. The RNs

are represented by these two circles. Note that the radio ranges that cross borders are not accurate

due to the change in α between cells.

As illustrated in Figure 6.1, the algorithm starts placing nodes by selecting points that maxi-

mize the sensor to relay communication areas so that maximum number of SNs can be deployed.

This leads the algorithm to go around the shaded area and reach the regions that have lower path

44



Figure 6.1: Greedy RN Algorithm placing RNs in suitable locations.

loss exponent which leads to achieving maximum coverage. Choosing locations that maximize our

candidate locations fulfills the objective of the algorithm. Figure 6.1 depicts the benefits of such a

method.

However the greedy algorithm may not always find its way to better positions for RN placement.

Because of its greedy nature, it does not explore alternative paths. As illustrated in Figure 6.2, the

greedy algorithm gets trapped in the region with higher path loss exponent because it cannot find

better variations in its small search space.

To overcome this problem we use the second stage of the algorithm, simulated annealing (SA),

to reach the white areas that have lower path loss exponents so that the RNs can be better utilized.

As shown in Figure 6.3, the SA easily finds a route to the clear side and with the same number of

RNs, the area provided for the SN placement is significantly increased. As depicted in the figure,

nodes that are deployed in areas with lower path loss exponents have larger radio ranges compared

to nodes deployed in areas with α = 3.

Once the SA algorithm places the RNs, candidate locations are available for SN placement.

Inspired by the method used by Pompili el al. [40], we place SNs on a triangular grid. The distance

d between two neighbouring vertices on this grid may result in different deployments and total

area covered by these deployments. We test different values for d and select the deployment that

maximizes the total area covered by the SNs. Table 6.1 summarizes the results for different values

for a sample deployment of 10 RNs in a 1000m× 1000m map with random path loss exponents for

its cells. Sr is the sensing radius of each SN, which we assume is 10m here.

As seen in Figure 6.1, the best result is achieved when d = Sr ×
√

3 however, this placement
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Figure 6.2: Greedy RN Algorithm not able to place RNs in suitable locations.

Figure 6.3: SA algorithm improves the performance of the initial greedy algorithm.

Table 6.1: Comparing different SN deployment for the max-cover 1-connected algorithm
Distance Between Neighbouring vertices Total Number of Placeable SNs Total Area Covered (%)√

3× Sr 626 16.80%
1.78× Sr 603 16.66%
1.83× Sr 563 16.30%
1.88× Sr 520 15.56%
1.93× Sr 503 16.30%
2.0× Sr 478 14.86%
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Figure 6.4: Comparison of the SA and greedy algorithms.

needs 626 SNs. If we want to deploy slightly fewer SNs, 603 for example, the covered area is

maximized by 1.78× Sr

6.1.2 Comparing the greedy algorithm with the SA algorithm

To better compare the performance of our SA and greedy RN placement algorithms, we compare

the percentage of area that their deployed SNs can cover. To do so, we vary the number of available

RNs and run the algorithm on a 1000m × 1000m field. The communication grid θ is a 10x10 grid

and has random α values for its cells. The grid ω that is used by the SA and greedy algorithms is a

50× 50 grid.

In Figure 6.4, we present the performance of these two algorithms. In our experiments the

SA algorithm improves the results of the greedy algorithm by 3.15% on average. The map was a

1000m × 1000m map and the path loss exponent of the cell of the θ grid were chosen randomly

(values between 2 and 3. As mentioned earlier in special cases where the greedy algorithm is not

able to proceed and produce desired results, the beneficial effects of the SA algorithm are better

observed.

6.1.3 Comparing our algorithms with the optimal solution.

Finally, we compare the results of our max-cover 1-connected algorithm with an exhaustive search

back track algorithm that examines all possible placements of the RNs in the field and returns the

optimal result. The back track algorithm looks into all variations and possibilities of RN placement
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Table 6.2: Comparing the maximum sensing area of the max-cover 1-connected algorithm (with and
without SA) with a back track exhaustive search algorithm (optimal)

Map Size (ω size) RN Num Optimal SA Greedy
200m× 300m(6× 8) 4 39.40% 39.40% 37.09%
200m× 300m(6× 8) 5 44.30% 44.30% 38.03%
200m× 300m(6× 8) 6 48.19% 48.19% 43.58%
200m× 300m(6× 8) 7 54.67% 54.67% 48.21%

250m× 250m(8× 8) 5 58.47% 58.47% 56.48%
250m× 250m(8× 8) 6 62.57% 62.57% 62.57%
250m× 250m(8× 8) 7 69.00% 69.00% 67.18%

300m× 300m(9× 9) 5 46.5% 46.5% 46.5%
300m× 300m(9× 9) 6 54.9% 54.9% 45.2%
300m× 300m(9× 9) 7 62.5% 61.2% 51.3%

and returns the best result. So the purpose of this test is to compare our SA and greedy algorithms

with the optimal solutions. Because of the huge search space, the back track (BT) algorithm can only

be tested on smaller ω grids. The results of the evaluations between the three different algorithms,

greedy, SA and backtrack, are presented in in Table 6.2. In these tests, the number of RNs (RNNum)

vvaried and the map is again a random map.

We examine the performance of the algorithms in different maps with different sizes of ω. In

Table 6.2 we present the results that distinguish their performance. Our SA algorithm achieves the

optimal result in all but one case. In this case the BT algorithm has a better performance but it

needed 37 minutes to do so. The SA algorithm only operated for 10 seconds and by increasing its

number of iterations, we also achieved identical results in this case too.

6.1.4 Summary

In this section we presented the performance of our max-cover 1-connected algorithm. The purpose

of our algorithm was to maximize the areas covered by SNs in a multi-tiered network by conve-

niently placing the RNs and SNs. The greedy stage of the algorithm was compared with the SA

stage and the benefits of each strategy was explained. We argued that the combination of these two

methods leads to a proper algorithm and evaluated the performance of our algorithm by comparing

it to the optimal solution. In small cases where finding the best possible answer was possible, the

SA algorithm achieved nearly identical results with the optimal solution.

6.2 Results of the SUR algorithm

As explained in Chapter 4, the main purpose of the SUR algorithm is to create a framework that

allows different SN and RN algorithms to be deployed in a modelled real environment. It also, on
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average increases the sensor to relay and relay to relay connectivity. This means that we expect the

SUR to consider different path loss exponents of different cells and place RNs more accurately in

terms of communication links.

6.2.1 Experimental Setup

In our experiments, we consider a 1000m × 1000m area that is divided into a 2d
d
2 e × 2b

d
2 c grid

to create the communication grid θ of the map. In some of our experiments we set the path loss

exponent of the cells to the same value to show the performance of our algorithm while in other

experiments it is chosen randomly. We use d, depth, as one of the properties of the communication

grid; d also indicates the number of cells of the grid.

In our experiments we measure different metrics about the links between the nodes. We use the

following definitions:

• Faulty Link: A link between an RN-SN or RN-RN communication link is faulty if the re-

ceived signal strength is less than a certain threshold. Considering our signal propagation

model and simulated hardware, this amount is −70dBm. This means that considering the

constant parameters in our signal propagation model and the transmit power of the RNs, the

result of the communication function λ(i, j) between every two RNs that need to communi-

cate should be more than Pr

KPt
. As K = G( λ4π )2 = 1 × ( 0.125

4π )2 = 9.89 × 10−5, then the

threshold is : 1
98946.46W . This value is 1

9894.64W for the links between an RN and SN. If this

condition is not satisfied, then the link is a faulty link.

• Fault Coefficient: As the previous definition of a troubled link would not best reflect the

quality of the communication link we present a second. If a link is faulty then to measure the

amount of the fault compared to the threshold, we define the fault coefficient that is:

Fc =

1
λ(a,b) −

1
threshold

1
threshold

(6.1)

As we only calculate this value for faulty links, the value is always positive and the closer

this amount is to 0, the link is more reliable. This means that although the link is faulty,

the received signal strength would be closer to the threshold value if Fc is closer to 0. The

following example clarifies our definitions.

Assuming that RN a needs to communicate to RN b in a single cell with path loss exponent of

α = 3, if the Euclidean distance between the two nodes is 50 meters, then the communication

distance function would be calculated as:

λ(a, b) = (
1

50
)3 = 8× 10−8 (6.2)
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which is less than the 1
98946.46 threshold. This means that the link between a, b is faulty. We

can also calculate the received signal strength at b:

Pr = 10−1 × (
0.125

4π
)2 × (

1

50
)3 = 7.91× 10−11 (6.3)

(6.4)

This value is less than −70dBm(10−10W ) and affirms that the link is faulty.

Now the fault coefficient of the link is calculated as follows:

Fc =
125000− 98946

98946
= 0.26 (6.5)

If the Euclidean distance between the two nodes was 70 meters, then this value would have

been:

Fc =
125000− 98946

98946
= 2.46 (6.6)

By comparing the two values we can conclude that although both links are faulty, the fault

coefficient of the condition where the Euclidean distance of a, b was 50m, indicates that the

received signal strength is closer to the threshold rather than when the distance between a, b

is 70m.

Sensor Node placement

We have two methods to deploy SNs in the first stage of our SUR algorithm. In our first method

based on the algorithm proposed by Dhillon et al. [13] we deploy 634 SNs in the 1000m× 1000m

map. The sensors cover 70% of the map. The probability function that we use for the miss proba-

bility matrix is:

pij = e−0.05×d

This means that cell i is able to cover j with the probability of e−0.05×d. A cell is covered if its

miss probability is less ei is less than 20%. If two cells a, b cover a third cell c with a probability of

30% each, then the miss probability of cell c, will be ec = 0.49. This algorithm completely spreads

the SNs into the field in a way that neighbouring SNs would have minimal covered areas in common.

The other method that we used is random placement where we randomly deploy a specific

amount of RNs into the field.

50



Other algorithms

To better study and compare the performance of our SUR algorithm, we create another algorithm

Assumed Alpha (AA), that does not have the second stage of SUR and jumps to the third stage. As the

third stage requires an R and r for the ranges of the RNs and SNs, we assume a path loss exponent

(for example 2.5) for the whole map and compute the range of the RNs and SNs if this path loss

exponent was to be used. This means that for this algorithm, all the SNs would have the same radio

range (around 100m if α = 2.5 is assumed) and the RN-SN radio range for all the RNs would be

the same (around 40m if α = 2.5 is assumed).

Comparing our algorithm with AA(2.0) algorithm (that assumes the whole field has a path loss

exponent of α = 2) allows us to understand how estimating the average path loss exponent of the

whole field would result in fewer or more faulty links and also how the value would influence the

number of RNs in the field. Furthermore by comparing our algorithm with AA(2.5) on maps that

have an average path loss exponent of 2.5, we are able to estimate the effect of the area transforma-

tion stage in our SUR-Average algorithm.

6.2.2 The performance of SUR in specific cases

To better understand how SUR operates and behaves, we designed maps in which the performance

of the SUR algorithm could be tested. In our first experiment, to study the behaviour of our SUR

algorithm on the RN-SN communication links, we create a map with depth d = 1, which means the

θ grid divides the map into two cells. The left cell of this grid which has a path loss exponent of

α = 2 and the right cell has a path loss exponent of α = 3. Each SN connects to its closest RN so

we examine the best possible SN-RN link for each SN.

In Figure 6.5, the behaviour of AA(2.5) is shown. The SNs are depicted as small green nodes

and the blue circles represent the assumed SN to RN communication distance. Also the RN-RN

communication distance is orange. The base station is placed at (0, 0) in the top left corner of the

figure. The SNs that are not properly connected to an RN are shown as red nodes. As depicted in the

top figure, the AA(2.5) algorithm assumes that the whole field has a path loss exponent of 2.5 and

adjusts the range of the RNs accordingly. However the real map has different path loss exponents for

each half. This means that the actual RN placement of the AA(2.5) algorithm would look like the

bottom figure. In this figure many faulty links are created because of the misjudged RN placement.

The total percentage of faulty links between the SNs and RNs in this placement is 37%.

In Figure 6.6 however, the SUR-Average algorithm works more intelligently because it places

more RNs in the area that has a higher path loss exponent value because the range of the RNs is

smaller in these areas. Also, there are fewer nodes in the area that has lower path loss exponent

because the radio range of RNs is bigger in these areas. Although it does not perfectly solve the

problem because it does not completely consider where the nodes go afterwards, the percentage of

faulty links created by the SUR-Average algorithm is 26% less than the AA(2.5) placement algo-
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How the AA(2.5) 
thinks the map is

Figure 6.5: Node placement of the AA(2.5) algorithm in a sample map with depth 1.
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rithm. Also the fault coefficient at the RNs is 1.29, which means that on average for faulty links, λ

is 2.19 times the threshold. This value for AA(2.5) is 3.05. Based on the fault coefficient, we can

conclude that in general, the SNs are placed closer to the RNs compared to the AA(2.5) method.

To understand the effects of our SUR algorithm on the RN-RN communication links, we design

a 1000m× 1000m map with depth d = 3 where a single SN is placed at point (1000, 500) and the

base station is located at point (0, 500). In between these two nodes from x = 250 to x = 750,

we consider an area that has a higher path loss exponent (α = 2.7). In Figure 6.7 and 6.8 the

shaded parts depict these areas. The other parts of the map have a path loss exponent of α = 2.3.

The AA(2.5) and SUR-Average algorithms should connect the single SN to the base station by

deploying intermediate RNs. The orange radio ranges that cross border are again inaccurate due to

the change in α.

As illustrated in Figure 6.7, AA(2.5) uses 11 RNs to connect the SN to the base station. However,

as it does not consider cells with higher or lower path loss exponents, an RN is placed every 100

meters, and 4 out of the total 11 resulting intermediate links are faulty. These faulty links are

depicted as red links in the figure. The average fault coefficient of these four faulty links is 2.71.

However as shown in Figure 6.8 our SUR-Average algorithm stretches the areas that have a

higher path loss exponent so that more RNs are placed in these areas. However as the overall path

loss exponent of the whole map is not calculated in the best way, again 11 RNs are deployed and

still 4 links between the borders of the cells are faulty. Two of these four links have a very low

fault coefficient (0.3) which means they are very close to the threshold. In an ideal deployment

however, an additional RN would correct the faulty links of the SUR-Average deployment. The

average fault coefficient of the four faulty links is 0.8, so based on what we see in the figures and the

two comparing parameters, we can say that our SUR-Average algorithm has a better performance

because it considers places that have higher path loss, and places more RNs inside them. However,

it misjudges the locations somewhat and places the RNs just slightly over the border in the low path

loss area. Also we can say that our algorithm might underestimate the number of RNs required in

areas that have lower path loss exponents, and that this issue can also be solved by selecting a better

average for the path loss exponent of the map.

Based on the observations presented in this section, we conclude that both selecting an appro-

priate value for the overall α of the map and moving points to suitable locations play an important

role in having fault-less links. However the number of RNs used for the deployment should also

be considered. In the next section we examine the performance of our algorithms in more general

maps.

The effect of depth(d)

In our third experiment, we differentiate the depth of the map (2d = number of the cells in the map)

to observe the behaviour of our algorithm.
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Figure 6.6: Node placement of the SUR-Average algorithm in a sample map with depth 1.
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Figure 6.7: RN placement of the AA(2.5) algorithm in a sample map with depth 3.

Figure 6.8: RN placement of the SUR-Average algorithm in a sample map with depth 3.
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Figure 6.9: Percentage of faulty links of SN to RN links in a 1000x1000m2 field with different
depths.

We test each of our algorithms in 100 different random maps. In Figure 6.9, the communication

links between RNs and SNs are examined. In Figure 6.9 the y-axis depicts the percentage of the

faulty links while the x-axis depicts the depth.

Compared to situations where the ”Rectangular Unification” is not used, in general, our SUR

algorithm decreases the total number of faulty links between SN and RN. This difference is more

visible in depths less than 10.

The green line depicts the errors of the AA(2.0) algorithm when the assumed path loss exponent

is 2. This means that communication range is approximately 100 meters for RN to SN and 316

meters for RN to RN connections. As the diagram illustrates, this leads to large numbers of faulty

links because the real path loss exponents of the cells are not 2. However the number of RNs placed

by this algorithm is much less than the other two algorithms. The algorithm’s performance gets

slightly better because the probability that connections would be correct due to path loss exponent

values (closer to 2.5), increases as the number of cells increases.

The red line represents the AA(2.5) algorithm when the assumed path loss exponent is 2.5. This

time the error rates are much less but still more than our SUR algorithm. In average, for all depths

less than 8, the average number of faulty links of SUR-Average is 14.8% while this value for the

AA(2.5) is 21.5%. The reason that the errors of this algorithm decrease when the number of cells is

increased, is that the average of the overall path loss exponent between each two cells and points in

the λ(i, j) formula are closer to 2.5 when we increase the number of cells and make them smaller.
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With lower depths, the areas that have different path loss exponent values are bigger. As a result,

the percentage of faulty RN-SN links is significantly higher due to misjudged average path loss

exponent. Furthermore the bigger confidence intervals for lower depths are because when the depth

is for example 1, then with a probability of 0.5 the cells will have path loss exponents less than

the assumed 2.5 and with the same probability, have higher values. This leads to a higher or lower

percentage of faulty links for lower values which means higher variance in the recorded values.

The performance of our SUR-Average algorithm is illustrated by the blue line. The reason that

the algorithm has fewer faulty links in the very low depths (1, 2 for example) is that in these depths,

the probability of having a total path loss exponent average of 2.5 is much more for other depths.

This means that for example at depth d = 1 where we only have 2 cells, the probability that both

path loss exponents of these two cells is more than 2.75 for example, is 4096 times more compared

to when the depth is 3. In these situations, our SUR-algorithm selects more appropriate values for

α (values near 2.75 for example) and the number of faulty links is reduced. When depth increases,

these special beneficial situations for our SUR-average algorithm are reduced so the percentage of

the faulty links is increased on average. However although the assumed average of the path loss

exponent for the SUR-average also approaches 2.5, the algorithm performs better than the AA(2.5)

algorithm because it moves and transforms points and places RNs in better locations accordingly.

Similar to the AA(2.5) algorithm, the percentage of faulty links is further reduced at higher depths

because the average path loss exponent between each two points is closer to 2.5. As shown in the

figure, the error bars of the values of our SUR-Average algorithm are tighter than the other two

algorithms and in general, we have fewer faulty links. For example for a depth of 3, which means an

8×8 communication grid (θ), the percentage of faulty links in the SUR-Average algorithm is 14.7%

with a confidence interval of 0.61 while the AA(2.5) algorithm has an error rate of 22.2% with a

confidence interval of 1.59 and AA(2.0) has higher errors of 66.62% with confidence intervals of

0.4.

In terms of the fault coefficient of the faulty links, we compare the values obtained by the SUR-

Average and AA(2.5) algorithms in Table 6.3.

Table 6.3: Comparison of the fault coefficient of algorithms SUR-Average and AA(2.5)
Algorithm d=1 d=2 d=3 d=4 d=5

SUR-Average 1.22 1.47 1.56 1.51 1.45
AA(2.5) 1.93 1.70 1.62 1.65 1.49

Algorithm d=6 d=7 d=8 d=9 d=10
SUR-Average 1.39 1.33 1.46 1.54 1.63

AA(2.5) 1.41 1.35 1.60 1.73 1.79

Algorithm d=11 d=12 d=13 d=14 d=15
SUR-Average 1.686 1.79 1.76 1.78 1.70

AA(2.5) 1.81 1.84 1.80 1.83 1.77
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Figure 6.10: Percentage of faulty links of RN to RN links in a 1000x1000m2 field with different
depths.

As seen in the table, the fault coefficient of the faulty links have lower values for the SUR-

Average algorithm which means that the faulty SNs are closer to RNs in the SUR-Average compared

to AA(2.5).

Overall we can say that our SUR-Average algorithm is more beneficial both in terms of total

number of faulty links and the fault coefficient of the faulty links. This is especially true in lower

depths and in situations where there is difference between path loss exponent in neighbouring cells.

Our algorithm also has an advantage of calculating more accurate values for the average path loss

exponent of the whole map rather than just choosing or guessing a value as required for the AA

algorithms.

In Figure 6.10, we illustrate the percentage of faulty links from RNs. As explained in Chapter 4,

the final phase of the Chen and Cui RN placement algorithm is ensuring that every RN is connected

to the base station with a direct link or through other RNs. Figure 6.10 examines the quality of these

connections.

These figures indicate similar behaviour for the RN to RN communications as shown for the SN

to RN communications depicted in Figure 6.9. Again we see a higher percentage of faulty links for

AA(2.0) because of the very poor estimation of the average path loss exponent.

The performance of our SUR-Average algorithm in this figure again is close to the red line

that represents AA(2.5). The same reasons that we stated for behaviour of the RN-SN faulty links

in Figure 6.9, also stands here. The algorithms have lower error rates compared to the SN-RN
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Figure 6.11: Number of RNs deployed in a 1000x1000m2 field with different depths.

communication links because there are many RNs deployed due to the need to cover the 635 SNs,

which means higher density of RNs.

In Figure 6.10, we depict the number of RNs required for the experiment.

Finally in Figure 6.11, we compare the number of RNs used for these three algorithms. As il-

lustrated in this figure, the number of RNs for both the AA(2.0) and AA(2.5) algorithms is constant.

This is because these algorithms consider the map to be uniform. In this figure AA(2.0) uses signif-

icantly fewer RNs but as explained in the previous two figures, this algorithm also has significantly

more faulty links. Our SUR-Average algorithm however, uses more RNs at lower depths to reduce

the percentage of faulty links. As the average path loss exponent between each two points and cells

gets closer to 2.5, the number of RNs deployed also gets closer to the number of RNs used by the

AA(2.5) algorithm.

6.2.3 The effect of number of SNs on the performance of the SUR algorithm

In this section, we compare the results of the SUR-Average algorithm to the AA(2.5) and AA(2.0)

algorithms by varying the number of SNs deployed between 100 SNs to 900 SNs in the map. These

SNs have been deployed randomly in the map so that the second and third stage of our algorithm

could be tested on other SN deployments rather than just the Dhillon et al’s SN placement algorithm.

The depth of the map is 5 which means an 8× 4 grid (θ).

In Figure 6.12 the percentage of faulty links created by the three different algorithms is observed.

As depicted in this figure, the SUR-Average and AA(2.5) algorithms have a lower percentage of

faulty links when a fewer number of SNs are deployed because the RN placement stage of the
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Figure 6.12: Percentage of faulty links of SN to RN links in a 1000x1000m2 field with different
number of SNs.

algorithms has to place an RN close to each SN because of the low density of the RNs in the map

which results in fewer faulty links. However the AA(2.0) algorithm tries to cover multiple SNs

with a single RN (because it assumes a bigger radio range for the RNs) which results in a higher

percentage of faulty links.

The percentage of faulty links is slightly reduced at higher densities because when the number

of SNs is increased, the density of RNs is also increased so with a higher probability, an SN can be

covered by an alternative neighbouring RN.

On average our SUR-Average algorithm has 5.5% fewer faulty links than the AA(2.5) algorithm.

And as Table 6.4 shows, the fault coefficient is also less for our algorithm which means that the SNs

that have faulty links are closer to RNs compared with AA(2.5).

Table 6.4: Comparison of the fault coefficient of algorithms SUR-Average and AA(2.5)
Algorithm SN=100 SN=200 SN=300 SN=400 SN=500

SUR-Average 2.06 2.01 1.88 1.83 1.82
AA(2.5) 2.04 1.99 1.99 1.96 1.95

Algorithm SN=600 SN=700 SN=800 SN=900
SUR-Average 1.73 1.71 1.71 1.68

AA(2.5) 1.93 1.93 1.91 1.90

Furthermore in Figure 6.13, the percentage of the faulty links between the RNs is depicted. The
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Figure 6.13: Percentage of faulty links of RN to RN links in a 1000x1000m2 field with different
number of SNs.

reason that the algorithms have more faulty links with fewer SNs is that in these depths intermediate

RNs are needed to connect covering RNs to the base station. In the RN placement stage of the

algorithms these additional RNs are placed on the radio range boundaries of RNs, so the likelihood

that the links between these RNs is faulty, is increased. The AA(2.0) algorithm again has high error

rates due to placing fewer RNs than needed to properly connect the RNs to each other and the base

station. Similar to Figure 6.10, the SUR-Average and AA(2.5) algorithms have similar percentage

of faulty links. At depth d = 5 which is the default depth of this experiments, we expected that these

two algorithms would have similar behaviours in terms of RN-RN connections.

Finally in Figure 6.14, we present the number of RNs needed for this RN placement. As seen

in this figure, additional RNs are needed to cover additional SNs. In this figure the number of RNs

added in each stage is reduced because RNs are able to cover multiple SNs. After reaching a certain

threshold based on the assumed radio range of the RNs, the map would be fully covered regardless

of the number of SNs. For example in our SUR-Average algorithm an average of 19.5 additional

RNs is needed to cover 200 SNs compared to 100 SNs. This value is reduced to 8 RNs between 800

and 900 RNs.

While the SUR-Average and AA(2.5) algorithm deploy similar number of RNs due to the same

estimation of the path loss exponent of the field, the AA(2.0) utilizes significantly less RNs which

leads to higher faulty links.
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Figure 6.14: Number of RNs deployed by each algorithm in a 1000x1000m2 field with different
number of SNs.

Comparison between different variants of the SUR algorithm

In Chapter 4, we claimed that alternative methods can be used to find an suitable path loss exponent

for two combining cells. In the previous experiments we compared the SUR-Average algorithm

with AA(2.0) and AA(2.5) algorithms and argued that even with a simple combination averaging

function, our method works better than the AA algorithm.

But our SUR-Average algorithm has its own limitations and as seen in Figure 6.8, it fails to

appropriately select the number of RNs required because of its average path loss exponent estimation

of the whole map. For example if we use the SUR-2WayPathLoss algorithm, for the same problem

explained in 6.8, 14 RNs are used and the number of errors is reduced to 0.

In general the problem of reducing the number of faulty links can be solved using additional

RNs, but the main challenge is using the minimum number of RNs that do so. Selecting an appro-

priate function that finds an suitable path loss exponent of two combining cells, gets us closer to a

acceptable result.

We also test different variations of the SUR algorithm on random maps with different depths

(constant number of SNs). Comparing the number of faulty links between the RNs and SNs, our re-

sults show similar behaviour between the SUR-Average and SUR-Sqrt algorithm but the percentage

of faulty links of the SUR-Average is a 1% less than the SUR-Sqrt variation. Our tests also indicate

that in average the SUR-2WayPathLoss has error rates close to 1.6% but also uses 1.8 times more

RNs compared to SUR-Average to do so. Furthermore the SUR-1WayPathLoss algorithm has an

average of 9.5% faulty links compared to 14.8 of the SUR-Average algorithm but it uses 1.3 times
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more RNs in average.

6.2.4 Summary

In this section we presented the results of our SUR algorithm. We displayed and explained its per-

formance in different situations with different metrics. We emphasized the importance of selecting

proper values for the average path loss exponent by comparing our SUR-Average algorithm with

AA(2.0) to show that selecting an incorrect average may result in many faulty links. Furthermore,

by comparing our algorithm with AA(2.5) we showed that placing nodes in proper locations also

plays an important role in having fewer faulty links. Our SUR-Average algorithm aims to both select

proper values for the average path loss exponent and place nodes at better locations by moving points

to different locations. Our algorithm performs better in terms of total percentage of faulty links and

the average fault coefficient of the faulty links. However, the performance of our algorithm can be

further improved by introducing better functions in the ”Rectangular Unification” stage.

If we change the way we calculate the path loss exponent of two combined cells and in general

the average path loss exponent of the whole map (rather than our simple average function), the num-

ber of RNs used might be increased or decreased. This change would reflect itself in the percentage

of faulty links between nodes in the map. So based on the requirements of the problem, a better

function would get us closer to the desired objective.
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Chapter 7

Conclusions and future work

7.1 Problem model

In this thesis we studied the problem of node placement in a modelled real environment. First in

Chapter 3 we suggested a simple model for signal propagation so that the fading of the signal in

different terrains with different path loss exponents would be considered. We also modelled the

map as a grid and set the different path loss exponent as a property of each cell. Our model can be

improved in various ways.

• Creating real maps: Based on real environments, grid maps can be designed that divide the

real map into smaller cells and considering the properties of each cell, appropriate path loss

exponents can be associated.

• Signal propagation model: A more accurate and complete model of how a signal propagates

through different terrains can be developed and tested in real environments.

• Modelling uneven terrain: Our current model only considers flat terrain, however this can

be extended to model uneven terrain. The signal propagation model should also be adjusted

accordingly.

7.2 Sensor-Unification-Relay (SUR) algorithm

This model was used to solve two different problems. In the first problem, the problem of covering a

specific amount of area (which is given as input) with the minimum number of SNs and connecting

them to the base stations through the minimum number of RNs was addressed. Using Dhillon

et. al’s algorithm [13] we satisfied the coverage requirement with the minimum number of SNs,

and for RN placement we used the method proposed by Chen and Cui [9]. As these algorithms

were designed to work in uniform areas (areas where the radio range of the nodes is the same in

all directions), they work inaccurately in our modelled environment so we added a ”Rectangular

Unification” stage to overcome this problem. The purpose of our ”Rectangular Unification” stage
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was to improve the quality of the links between nodes. We did so by transforming points from the

previous non-uniform area to a new map with a uniform path loss exponent. Our results indicated

that our ”Rectangular Unification” stage on average reduced the number of RN-SN and RN-RN

faulty links and also decreased the fault coefficient of these faulty links compared to the situation

where this stage was not used. In the results chapter we showed how our algorithm places more

RNs in areas that have a higher path loss exponent and how it makes RN placement more efficient

by using fewer nodes in areas that had lower path loss exponents and increased radio ranges. We

also compared its performance in random maps and showed its ability to place the right number of

RNs based on the field path loss exponents and also choosing more appropriate locations for RN

placement. We argued that the way that we choose a new path loss exponent of neighbouring cells

influences the overall estimated path loss exponent of the area and consequently results in deploying

different numbers of RNs. We suggested different functions for finding the new path loss exponent.

The SUR algorithm can also be improved in various ways:

• Testing other RN and SN placement algorithms: As future work we plan to implement and

test different deployment algorithms. In particular the performance of different RN placement

algorithms in our modelled environment can be compared to each other.

• Implementing our transformation algorithms on other types of maps: Rather than only

using rectangular maps, our transformation method should be modified in such a way that all

maps with all kinds of shapes could be given to the framework as input.

• Improving the transformation of points: Better and more accurate functions can be used to

move our points to desired locations. These functions do not necessarily need to be limited

to a rectangular unification and new cells can have different shapes. Even a map to non-

convex shapes with bends can be suggested, however the reverse transformation should also

be considered.

• Improving the path loss exponent estimation: More sophisticated and accurate functions

that better estimate a new path loss exponent based on how a signal propagates through the

cell from different angles is also suggested as future work.

• Using the idea of Ray Tracing: In this work we noticed that the problem of placing nodes

in a non-uniform environment is similar to the problem of refraction of light in different

environments. The ideas and techniques used in ray tracing in physics can be utilized for

node placement too. Using a algorithm based on ray tracing can replace our cartogram based

method.

As mentioned in previous chapters, a perfect rectangular transformation is not necessarily achiev-

able in two dimensions but improved transformations can be suggested and implemented. In general
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our idea allows previous suggested RN placement algorithms to work with better quality among

links.

7.3 Max-cover 1-connected Algorithm

In Chapter 5 we solved the problem of maximizing the sensing coverage by also maintain connectiv-

ity among SNs to the base stations through RNs with a specific number of RNs and base stations. In

this problem we proposed a three stage algorithm that consisted of greedy RN placement, simulated

annealing improvement and an SN placement algorithm. We showed how our simulated annealing

stage improves our greedy RN placement method in terms of candidate locations provided for the

SN placement stage and also compared the performance of our algorithm with the optimal result that

was obtained by an exhaustive search. Our algorithm had identical results compared to the optimal

result for smaller test cases where the exhaustive search would return results in a feasible amount of

time. Our results show that our algorithm can effectively find a high-quality solution and because of

its suitable complexity, it is scalable and robust.

We suggest the following improvements as future work:

• Using other cooling functions: Other cooling functions that can better cool our system can

be tested. In our model the cooling depends on the number of iterations. If we increase

the number of iterations, more states would be examined in higher temperatures. Also the

constant parameter in our cooling function could be tuned based on the size of the grid and

number of RNs.

• Sensor Placement: Our current method can be improved if we create the triangular grids

from different starting positions (with different shifts). This means that rather than aligning

the 0, 0 points of our ω and τ grids, we can shift the triangular grid by Sr

2 so that other SN

deployments based on the shifted grid can be examined too.

• Quantum annealing: Rather than using thermal functions, quantum fluctuations can be uti-

lized to find the global minima of our system. Because of our discrete search space, using this

method may lead to faster and better results.

• Stochastic tunneling: To better escape local minima points, stochastic tunneling based on

Monte Carlo sampling can be used. In this way instead of only moving to neighbouring

positions, we are able to jump to new states.

• Dynamic step size: Rather than always keeping the step size of 1, dynamic step sizes can

be used for moving to neighbouring nodes. If we are moving towards a better answer, we

decrease the step sizes and if we are far from a good solution, we increase the step sizes.
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• Genetic algorithms: We also propose testing the efficiency of other optimization algorithms

such as genetic algorithms. These algorithms may lead us to better results in special condi-

tions.

7.4 Further future work

• Examining the case of dense sensor deployments in relatively small areas (100x100m plots)

where only small numbers of RNs are economically feasible (say 1 to 5 RNs maximum).

• Including the constraint of the spatial autocorrelation of the biophysical variables being sensed

in the sensor node placement algorithm

• Extending both methods to account for seasonal environmental variations that affect the radio

propagation in the area being monitored

• Also implementing a interactive graphical user interface is suggested as future work.

One of the main objectives of this project was to take a different approach in solving the node place-

ment problems in WSNs. We tried to look into different aspects of the problem especially from a

more realistic point of view and also define objectives and problems based on real demands. We

tried to fully utilize the current solutions for different subsets of the problem and create a framework

that can be more effectively used in real applications. Because of the scale of our approach a lot of

improvements that require more specification can be included. This project took a step in viewing

the problem differently and used various methods from different fields of computer science, math-

ematics and engineering to make node placement more efficient and feasible. We proposed various

methods for solving different problems in the our model.
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