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Abstract

This paper presents an algorithm for extracting planar
patches by integrating both intensity and range data pro-
vided by a stereo system. For dealing with noisy and sparse
range data, the initial segmentation is based on intensity
information, and then the resulted regions are thresholded
using depth data. This new algorithm, different from the
existing ones that use only range data in the segmentation
process, produces accurate planar patches that are then
used for building a panoramic image-based model for mo-
bile robot navigation.

1. Introduction
Modeling the world is important for many computer vision,
robotics or virtual reality applications including robot nav-
igation, object recognition, architectural modeling, flight
simulation etc. In order to have a realistic model of the
environment, data is usually collected using both vision and
range sensors, and then integrated into a 3D model. Some
of the above mentioned applications, like virtual reality, re-
quire a complete 3D reconstruction, whereas for others (e.g.
robot navigation), a partial model of the surrounding world
is enough. We describe in this paper our work on building
image-based environment models augmented with sparse
3D planar patches.

1.1. Related Research
Most of the current algorithms for extracting planar re-
gions are based on range image data. Several algorithms
are known in the literature for segmenting range images
in planar regions. They can be classified into three main
categories: region growing, split-and-merge and clustering
methods. An experimental comparison of the range image
segmentation algorithms [2] has shown that this problem is
far from being “solved”.

Region growing approaches start with a fine segmenta-
tion of the initial image and then bigger regions are grown
based on similar plane equations. The initial segmentation

can be obtained by fitting a plane to each pixel based on
an ����� window [2], or by generating a mesh from the
original 3D points using traditional graphics techniques like
Delaunay triangulation [3, 8]. The approach presented in
[6, 9] is based on the observation that, in the ideal case, the
points on a scan line that belong to a planar surface form
a straight 3D line segment. Therefore one can first divide
each scan line into straight line segments and then perform
region growing using the set of line segments. In [8] the
boundary of the final regions is further simplified in order
to accommodate noise in the range data.

In [10], the split-and-merge approach originally pro-
posed by Horowitz and Pavlidis [5] for intensity images was
extended to range images. Schmitt and Chen [14] propose a
new split-and-merge algorithm that uses a Delaunay trian-
gulation as the basis for an adaptive surface approximation
technique.

Clustering represents another class of algorithms for seg-
menting range data into planar regions. The feature space
in which the clustering takes place differs from one algo-
rithm to the next and can be a pixel [7], or a pixel and the
estimated normal [2].

All these algorithms use a best fitted plane to range data
to verify the planarity of a region. An interesting texture-
based planarity constraint is presented in [11]. Having an
initial triangulation of the scene in two images, the planarity
of each triangle is determined based on the correlation be-
tween the texture of matched triangles after rectifying them
to a common viewpoint.

1.2. Problem Formulation
Most of the current systems segment the range image data
into planar regions, which are then integrated into a 3D
model. They rely on dense and accurate depth information
that is usually acquired using laser or structured light range
finders. However what happens if the range data is sparse
and noisy like the depth provided by a stereo system? This
paper presents a system that detects planar patches based
on both intensity and depth data provided by a trinocular
stereo system. The trinocular system uses traditional cor-
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relation techniques for extracting the depth data, so it gen-
erates disparity map only for textured areas. Our system is
designed for indoor robot navigation, where most of the pla-
nar patches, like doors, walls, cabinets, either have regular
or do not have any texture, but they are visually distinctive
in the intensity image. Our planar patch extraction algo-
rithm first extracts rectangular regions based on intensity
values, and then use depth information to derive the planar
regions. The resulting 3D model is a partial reconstruction
of the world, witch we use for robot localization.

Depth from stereo was used before [8] to segment pla-
nar regions, but in their case the depth data was more ac-
curate because of the bigger baseline. In our case, because
of the small baseline (10 cm), depth data is very noisy and
accurate segmentation required by the robot navigation ap-
plication is not possible by using only depth data. The main
contribution of our work is the integration of both intensity
and range information in the planar patch extraction algo-
rithm.

The rest of the paper will be organized as follows. Sec-
tion 2 presents the algorithm for extracting planar patches,
and Section 3 describes the application of the algorithm
for modeling a navigation environment for a mobile robot
and the results of a localization algorithm that is using this
model.

2. Planar Patch Extraction

In this section we will present the segmentation algorithm
that extracts planar patches. For acquiring the depth and
intensity data we used a trinocular system offered by Point
Grey Research [12]. This system consists of three cameras
and produces a real time disparity map. The main prob-
lem with stereo systems is that, because of the quantiza-
tion errors, depth data can be very accurate for close objects
and less accurate for far objects. The Triclops stereo soft-
ware allows subpixel accuracy when calculating the dispar-
ity map, but in our experiments we found that the error in
depth for a distance of approximately 10m is about 0.5m.
Another problem is that they provide depth/disparity infor-
mation only for regions with rich texture. A typical pair
of image/disparity map is presented in Figure 1. All these
problems make the extraction of planar patches based only
on depth data almost impossible.

The main observation that led us to the current algorithm
is that in a typical indoor environment, most of the planar
regions have an intensity distinct from the surrounding re-
gions. So the first step in the segmentation algorithm is a
region growing approach based on average intensity. This
algorithm is summarized in Subsection 2.1. Next we use
depth information to segment the regions generated by the
region growing algorithm based on a planarity test. To com-
pensate the errors in depth data, we use a generalized Hough

Figure 1: Intensity and disparity image provided by Tri-
clops. In the disparity image: white - no disparity value;
dark - far objects; light - close objects

transform to eliminate the ”bad” points. Subsection 2.2 de-
scribes this planar patch selection approach. Subsection 2.3
presents some experimental results for evaluating the ro-
bustness of the algorithm.

2.1. Intensity Based Segmentation
The flow chart of the segmentation algorithm is presented
in Figure 3. The fundamental structure used by the global
region growing algorithm is a triangular mesh. The seg-
mentation algorithm takes place in the image domain so the
mesh is also generated in pixel space. We choose a con-
straint Delaunay triangulation [15] based on edge segments
to construct our 2D mesh because it generates a connected
mesh with disjoint triangles. The edge segments input to
the triangulation algorithm are edges of the resultant mesh.
The segmentation algorithm extracts regions with distinct
average intensity that should have also distinctive edges.

Edge detection
 and linking

Delaunay
triangulation

Region Extracting
rectangular

regionsgrowing

image
Original Rectangular

patches

Figure 3: Flow chart for intensity-based segmentation algo-
rithm

For edge extraction and linking we used code provided
by Dr. S. Sarkar at University of South Florida [13]. Their
edge detection algorithm is an adaptation of the optimality
criteria proposed by Canny to filters designed to respond
with a zero crossing. For edge linking, they segment an
edge chain into a combination of straight lines and constant
curvature segments. Figure 2(b) presents the edge image
after the edge detection and linking algorithm is applied to
original image (Figure 2(a)), and Figure 2(c) presents the
result of constrained Delaunay triangulation with the edge
segments.

The global region growing algorithm starts with the tri-
angular mesh and merges the initial triangular regions into
larger ones that have similar average intensity. The process
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(a) (b) (c)

(d) (e) (f)

Figure 2: Planar region segmentation (a) Original image; (b) Edge detection and linking; (c) Constraint Delaunay triangula-
tion; (d) Region growing (e) Extracted rectangular regions; (f) Vertical planar regions;

stops when a threshold in the number of regions or total
mesh error is passed. We used a modified version of the
region growing algorithm presented in [3, 8].

From the initial triangular regions, region adjacency
graph is created, where the vertices represent the regions
and the edges indicate that two regions are adjacent. Each
edge is weighted by the error given by
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where  � and  � are the adjacent regions that share the
edge,

�
is the initial image to be segmented, and � � rep-

resents the number of pixels from region  � . Larger re-
gions are grown from the initial mesh by merging adjacent
regions. At each iteration the two regions that produce the
smallest error

� ���
are merged. This guarantees that the to-

tal error grows as slowly as possible. After each merge the
adjacency graph is updated.

There are two thresholds for stopping the region growing
process. One is the total number of regions and the other is
an upper bound for the total error. In our case the first one
works better.

The resulting regions are presented in Figure 2(d). They
usually have irregular shapes that can be either concave or
convex. We developed a heuristic algorithm that extracts the
biggest rectangle out of a region. The algorithm proceeds
by first filling all the interior small holes and then finding
the biggest rectangle included in the original region. For
easily testing if a certain pixel belongs to the current region
or not, we created a black and white image that contains
only the current region. We then detect the bigger interior
rectangle -  "! - by horizontally scanning the image. The

initial rectangle is the longest vertical scan scan line of the
current region. This rectangle is extended in both left and
right directions till its area is growing. The procedure is
repeated for vertical scan to obtain  � . The final rectangle
is the biggest one between  ! and  � . The result of this
algorithm is shown in Figure 2(e).

2.2. Planar Regions Selection
The rectangular regions that result from the intensity based
segmentation algorithm are distinct regions not necessary
planar. This section describes the algorithm that thresholds
these regions based on planarity error and properties of the
corresponding 3D plane.

The trinocular system provides 3D information for some
of the interior points in each rectangular region. This depth
data is very noisy, so, before calculating best fitted plane to
region points, we eliminate the outliers using a generalized
Hough transform [4].
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Figure 4: Spherical coordinates for normal to the plane

Consider the plane equation
#%$'&)(+*+,.-
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(2)
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where
=

is the distance to the plane from the origin, and*
and

/
are the spherical coordinates of the normal (see

Figure 4). There is an infinite number of planes that pass
through the point

� # ��2 � 9��
, but they all satisfy Equation 2.

By fixing
#;��2 � 9

and considering
*��'/ ��=

as the parameters
of Equation 2, we will have a surface in the parameter space
corresponding to the point

��#;��2 � 9��
. All the points belong-

ing to a certain plane will have the corresponding surfaces in
the parameter space intersecting at one point

� *��'/ ��=��
which

represents the parameters of that plane. We subdivide the
parameter space in cells according to expected ranges of* ��/ �'=

and then compute the corresponding cells for each
3D point by incrementing

*
and

/
and calculating

=
from

equation 2. The range for
*

and
/

is
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Figure 5: Point cloud for a planar region before (a) and after
(b) the Hough Transform

The parameters of the cell that contains the largest num-
ber of points give an approximation of the plane fitted to the
region points, so we will keep only these points for comput-
ing the exact equation of this plane. Figure 5 shows a point
cloud before (a) and after (b) the Hough transform.

For computing the plane equation of a planar patch, we
compute the best fitted plane that approximates the points
selected by Hough transform. The plane parameters

��
 �	�6�
are determined by minimizing the error measure

� ��� ����� ��
���� ��1��6���
(3)

where
� �

are the points in the region, � is the number
of points,



in the unit normal of the plane, and

�
is the

distance from the origin to the plane. This is a classical
non-linear optimization problem [3] and the solution for the
plane normal


�� ���
is an eigenvector of length one of the

covariance matrix � associated with the smallest eigenvalue�
, which is also the minimum error. The covariance matrix

is given by

� � �
�

� ����� � � � �� � � ���!� � � �#"�$%�&� � �
�
� � �

The minimum distance to the best fitted plane is given by

��� ��� � �
�
�

� ����� 
��� ��� � �

After computing the plane that best approximates the
points in each region we decide if this is a real planar patch
by thresholding the plane error (Equation 3), number of
points with disparity relative to patch size, and patch di-
mension in the image space. For the robot navigation ap-
plication we are interested in extracting only planes that are
almost vertical so another threshold criterion is the normal
angle with the horizontal plane. Figure 2(f) shows the ex-
tracted vertical planar patches.

2.3. Results and Plane Equation Evaluation
To compare the performance of our algorithm with others,
we implemented Kang and Sziliski’s range-based segmen-
tation method [8]. The result is presented in Figure 6 that
shows the algorithm’s inability to handle noisy range data.
For example the poster from the right part of the image is
considered to belong to the same plane as the cabinet be-
low that is about 0.5 m in front of it. This is because of the
noise present in the depth data resulting from the trinocular
system. Figure 2(f) shows the output of our segmentation
method where the poster and the cabinet are correctly sepa-
rated into two distinctive regions.

Figure 6: Results of a range data segmentation algorithm

Figure 7: Image with the planar patches rendered from a
different point of view

After applying the segmentation algorithm, for evaluat-
ing the correctness of the plane equation for the extracted
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planar patches, we produce an image rendered from a differ-
ent view point than the original one. For producing the ren-
dered image, we first project the corresponding 3D points
for the corners of each rectangular patch on the evaluated
plane, and then re-project them from a new viewpoint. All
the interior points of the rectangular region from the origi-
nal image belong to the same plane so, by texture mapping
the interior of each patch we obtain a geometrically correct
image. Figure 7 shows an example of a rendered image for
the three extracted planar patches from Figure 2(f).

3. Application to Panoramic Image-
Based Models

To demonstrate the usefulness of our planar patch region
extraction algorithm, we applied it to the construction of
a panoramic image-based model for indoor robot localiza-
tion. We created the image-based model of the navigation
environment, and then compute the position and orientation
of a robot by matching the current captured image with the
model. We used the planar patches as features in the local-
ization process. The next subsection describes the forma-
tion of the cylindrical panoramic model, and Subsection 3.2
shows the experimental results.

3.1. Panoramic Model with Depth
For panoramic model construction, we use the trinocular
system mentioned before [12] that is rotated around the op-
tical center of the reference camera. The intensity images
are projected on a cylinder with radius equal to the focal
length of the camera, and then correlated in order to deter-
mine the amount of rotation between two consecutive im-
ages. In the cylindrical space, a rotation becomes a transla-
tion, so we can easily build the cylindrical image by trans-
lating each image with respect to the previous one. To re-
duce discontinuities in intensity between images, we weigh
the pixels in each image proportionally to their distance to
the edge [16].

Along with the intensity cylindrical panoramic image,
we also build the corresponding depth map using the dis-
parity values provided by Triclops Stereo System. Because
of the particular geometry of the image, instead of storing
depth values, we store, for each pixel with disparity, the dis-
tance from the center of the cylinder to the corresponding
3D point. The result of the mosaicking technique is pre-
sented in Figure 8(a) and the corresponding “depth” map in
Figure 8(b).

We used the algorithm described in Section 2 to extract
rectangular planar patches out of the cylindrical panoramic
model. For each planar patch we store its position in the
panoramic image and the corresponding plane equation.
The result is presented in Figure 8(c).

We then used this panoramic image-based model to find
the position and orientation of a robot with respect to the
model coordinate system from the current image observed
by the robot and its corresponding disparity map. We first
extract the rectangular planar patches from the current im-
age using the same algorithm (Section 2). The localization
algorithm uses pairs of corresponding planar patches in the
model and the image to be localized. We assume that the
motion takes place in a plane (the floor). For indoor en-
vironments this is normal because the floor is almost flat.
Details of the localization algorithm are described in an-
other paper [1]. Next subsection presents the results of the
localization algorithm.

3.2. Experimental Results
For evaluating the localization algorithm and demonstrate
the model accuracy we took images in four locations around
the panoramic model and then recover their position using
the localization algorithm. Figure 9 represents the original
locations and computed locations and the position of the
planes that were used for localization. The dimension of the
room is 10 m � 8 m. The average error was about 30 cm in
position and �

�
in orientation. Both are small for navigation

process.

A A’ B

C
C’D D’

B’

Calculated position and orietation (arrow)

Real position and orietation (arrow)

Figure 9: Results for localization experiments.

4. Conclusions and Future Work
This paper addressed the problem of extracting planar
patches by integrating intensity and depth data provided by
a stereo system. For compensating the sparse and noisy
depth data, we first segment the intensity image and then
we used depth information to threshold the resulted regions.
This new algorithm, different from the existing ones that
use only range data in the segmentation process, produces
accurate planar patches that are used in a mobile robot lo-
calization application.

In the future, we want to improve the intensity based seg-
mentation algorithm in order to extract any type of quadri-
lateral in the image space, not only rectangles, for better
handling planar rectangular surfaces in the 3D space. We
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(a)
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Figure 8: (a) Cylindrical panoramic model; (b) Depth map: dark - close objects; whither - far objects; black - no depth value;
(c) Extracted vertical planar patches

also want to improve the matching process by compensating
light changes and make use of multiple image-based models
for improving the accuracy of the extracted planes.
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