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Abstract

In this paper we propose a wavelet-based light repre-
sentation. This representation is used for recovering il-
lumination and reflectance of a scene with known geome-
try from a single calibrated image. Previous approaches
of light estimation reconstruct either a discrete set of infi-
nite light sources or the projection of light on the spheri-
cal harmonics basis. The first approach is more suitable
for modeling sharp light effects while the second one works
best for diffuse scenes. In contrast, we show that the pro-
posed representation is suitable for both diffuse and specu-
lar scenes. We compared our technique with the two previ-
ously mentioned approaches and found it superior. In addi-
tion to illumination estimation our algorithm also estimates
a Phong surface reflection. Experiments with synthetic and
real scenes demonstrate the effectiveness of our method.

1. Introduction

Light modeling is an important problem in computer vi-
sion. Most shape reconstruction algorithms (e.g; photomet-
ric stereo, shape from shading) make simplistic assumptions
about the light conditions - usually a single infinite light
source with known direction. These assumptions limit the
applicability of the reconstruction techniques to carefully
controlled laboratory setups. We propose a wavelet-based
light representation and an image-based illumination recov-
ery algorithm suitable for scenes with complex light and
reflectance.

A variety of techniques have been proposed to recover
the illumination from images. They can mainly be divided
in two categories: some that recover a discrete collection of
point light sources, and the others that recover light as pro-
jection on a basis defined on the surface of the illumination
hemisphere (usually spherical harmonics basis). The meth-
ods from the first category are suitable for modeling sharp
light effects, while the ones in the second category work for
diffuse, Lambertian scenes. In contrast, our wavelet-based
method can recover both diffuse and sharp light effects.

One of the first methods for reconstructing light uses a
calibrated diffuse white sphere [15, 16, 2]. On the image
of a smooth surface, the change in intensities is maximal
when the illumination direction is perpendicular to the sur-
face normal (critical points). The method first reconstructs
critical points, that are than grouped together to form cut off
curves. One light source direction is estimated inside each
region formed by those curves. The approach has several
disadvantages, mainly its sensitivity to noise. It also does
not account for shadows.

One other approach to represent illumination is to use
uniform samples on the illumination hemisphere. Each
sample acts like an infinite light source. Hougen and
Ahuja [4] integrate shape from shading, stereo and light
estimation methods. The light is estimated by solving a
linear system of equations for intensities of sampled light
positions. An interesting approach is proposed by Sato et
al. [11] where a discrete light hemisphere is estimated from
shadows. The method works for Lambertian objects with
uniform reflectance. For textured objects additional images
are needed for capturing the albedo. Nishimo et al. [8] pro-
posed a method that recovers light from specular objects.
The method detects specular points on the objects and re-
flects the ray from the camera to those points in the mirror
direction. They rays are intersected with a hemisphere cov-
ering the 3D model to generate the illumination hemisphere.

Some recent papers combine the idea of recovering a fi-
nite set of lights from critical points and the uniformly sam-
pled light model. Wang and Samaras [14] combine estima-
tion of critical points [16] and estimation of uniformly sam-
pled lights from shadows [11]. Li et al. [5] present a gen-
eral approach to light recovery suitable for textured objects
with general reflectance. The approach combines multiple
ques - occluding shadow edges, critical points and specular-
ities. They use consistency among cues to distinguish light
changes from texture edges.

Light can also be approximated using a set of basis func-
tions defined on the surface of the illumination hemisphere.
Different examples of basis functions have been used in the
literature, the most popular one being the spherical harmon-
ics basis due to the result that connects this representation



to rendering diffuse objects [10, 1] (for a Lambertian ob-
ject, the first 9 coefficient encode ∼ 98% of variability).
Marschner and Greenberg [6] were some of the first ones
to use the idea of a light basis. Given a photograph of a
known object they produce a set of basis images by render-
ing the object with only one light source (sampled on the
illumination hemisphere). The coefficients calculated from
the decomposition of the original images on this basis are
also the coefficients of the light with respect to a set of light
basis sampled on the sphere (correspondent to the lights that
were used in the sample renderings). Ramamoorthi and
Hanrahan [9] use a spherical harmonics approximation of
illumination captured using a light probe for efficient ren-
dering.The light coefficients are used to linearly interpolate
corresponding spherical harmonics calculated on the object
shape. They showed that the radiance can be efficiently rep-
resented as a quadratic polynomial in the Cartesian compo-
nents of the surface normal. Later they show [7] that rep-
resenting the illumination hemisphere with coefficients of
a wavelet basis gives a better approximation than spherical
harmonics coefficients especially for sharp effects (specular
highlights, sharp shadows). They use a non-linear approx-
imation and keep only the largest terms in the basis. They
did not reconstruct the light, but use the result for efficient
rendering. Hara et al. [3] propose a method for simultane-
ously computing scene illumination and scene reflectance
from a single image. The illumination is represented on the
surface of a unit sphere using Mises-Fisher distributions by
deviating a spherical reflectance model (spherical Torrace-
Sparrow). Then they estimate the mixture and the number
of distributions. The result is then refined using the original
specular reflection model.

It is also worth noting the work of Pont and Koenderink
[13, 12] on surface illuminance flow. They showed that the
light vector can be decomposed into a scalar “normal illu-
minance” and a vector “surface illuminance”. The scalar
generates the familiar shading on objects while the vector
component is irrelevant for smooth surfaces but generates
texture due to mesorelief. This component is convention-
ally ignored. They further show that the illumination flow
direction (modulo 180◦) can be inferred from illumination
induced texture. The illumination flow is largely due to
global light properties independent of local surface. How-
ever because there exist true screening in radiometry the lo-
cal scene structure has an influence on the local light field.
Main causes of those local effects are “vignetting” (local
shadows) and multiple “scattering”.

We propose a method that represents light using a
wavelet basis. Wavelets are a class of multi-scale basis
vectors, best known from their applications in image com-
pression. A very useful property is that they provide lo-
cal support in both time domain (or spatial domain - here
image dimension) and frequency domain. The application

of the basis in the context of light representation is there-
fore motivated by this property as we can efficiently repre-
sent both diffuse effects (limited in frequency domain) and
sharp specular effects (limited in spatial domain). Using
the wavelet representation we also present an algorithm for
recovering light from one image of a known scene. One ad-
vantage of capturing the lighting on an object as opposed
to introducing a light probe is that we not only recover the
scene’s lighting, but also the reflectance parameters of the
object. This allows us to render the scene under the same
or different lighting conditions, as well as introducing syn-
thetic objects into an augmented reality application. An-
other advantage of using an object instead of a light probe
is that the lighting recovered minimizes the residual in the
current scene, allowing a potentially higher quality render-
ing for moderate view changes. For the moment we have
results for objects with uniform albedo (color) but the algo-
rithm can be extended to textured objects if more than one
image is available.

The remaining of this paper is organized as follows. We
define the inverse light problem in the following section.
Sections 3 and 4 present the proposed light representation
and its use in the formulation of the rendering (reflectance)
equation. Section 5 describes the light reconstruction al-
gorithm. Section 7 presents experimental results with both
synthetic and real image as well as a comparison between
our light model, the spherical harmonics model and the dis-
cretized hemisphere model.

2. Problem Definition

This section presents the general light reconstruction
problem and the assumptions we make. The light recovery
or the inverse light problem can be stated as follows: Given
a calibrated image I of a known uniformly colored object
S = {Xj , j = 1 . . .M}, with known reflectance, recover
the light that illuminates the scene. We consider here the
more general problem where the object reflectance is also
unknown and it is thus estimated along with the light in an
alternate fashion.

There are two aspects that need to be considered when
solving the inverse light problem: one is the light repre-
sentation and the second is the image formation (render-
ing) model. As described in the introduction, different light
models have been considered most common being the dis-
crete light samples and the basis type representation. In this
paper we propose a wavelet-based light model that is de-
scribed in Section 4. The rendering or image formation in-
volves defining a reflectance model. Two reflectance mod-
els (Lambertian and specular Phong) are presented in Sec-
tion 3.



Li Li N

X

Light H
V View

R

Figure 1. The vectors used in lighting calcu-
lations.

3. Image Formation and Reflectance Models

Image formation involves light, object shape and re-
flectance as well as a camera model. We assume that we
have the correspondence between the object points and the
image points I(X) (in other words we assume that the cam-
era is calibrated with respect to the object). For now, we
consider the light represented with a set of discrete infinite
point light sources Li, i = 1 . . .N . We next present two
reflectance model one suitable for diffuse objects (the Lam-
bertian model) and the other for specular objects (the Phong
model).

3.1. Lambertian Reflectance Model

The Lambertian reflectance model is the simplest model
considered here. In a Lambertian lighting model, the
recorded intensity of a point is independent of the viewing
direction. In this case the BRDF is just a constant, known
as the albedo. The intensity of a pixel corresponding to the
projection of the object point X on a uniformly colored ob-
ject is given by

I(X) = kdVX

N
∑

i

LiSi〈Li,N〉ωi (1)

where kd is the object’s albedo, and VX denotes visibility
of the object point with respect to the view direction. The
discrete lights on the cube map are indexed by i. A binary
value Si represents the shadow and is equal to one when the
i’th light is visible from the point X, and zero otherwise.
The intensity, direction and solid angle of the i’th discrete
light is given by Li, Li and ωi respectively. From now on
we will ignore the solid angle as it can be regarding like a
scaling constant. The normal of the surface at point X is
given by N (see Figure 1). 〈...〉 denotes the dot product.

3.2. Phong Reflectance Model

The Phong reflectance model is a simple general re-
flectance model. While not physically based, it works very

well in practice and it is one of the most popular reflectance
models in the computer graphics community. The inten-
sity of a pixel corresponding to X illuminated by the Phong
model is

I(X) = VX

N
∑

i

LiSi(kd〈Li,N〉 + ks〈Li,R〉n)ωi (2)

where ks is the specular value, R is the reflection of the
viewing direction with respect to the normal, and n is
the shininess of the material. A common variant of the
Phong model is the Blinn-Phong model. The Blinn-Phong
model replaces the 〈Li,R〉 term with 〈Hi,N〉, where
Hi = Li+V

|Li+V| is the bisector between light and view di-
rections. The geometry behind the Lambertian and Blinn-
Phong models can be seen in Figure 1.

4. Wavelet-based Light Model

Our method uses a cube map to represent the illumina-
tion hemisphere. We chose to use a cube map for its sim-
plicity, and it is commonly used in computer graphics for
representing environment maps. Each pixel on the cube
map represents the direction of a light at infinity. The hemi-
sphere is divided up into nine faces, one large on top and
eight small ones on the sides (See Figure 2). We ignore the
lower part of the cube map assuming that the image shading
is mostly caused by light comming from above the object. A
Haar wavelet basis is then defined over each of these faces.
The intensity of a light is found by summing together all
wavelets which influence that specific cube map pixel

Li =

m
∑

k=1

wkbki (3)

where Li is the intensity of light i, bki is the value of the
k’th basis function at location i, and wk is the corresponding
weight for bk. By substituting equation 3 into the lambertian
reflectance equation 1 we get :

I(X) = kdVX

N
∑

i

Si

(

m
∑

k=1

wkbki

)

〈Li,N〉 (4)

With a little rearranging, equation 4 becomes the follow-
ing :

I(X) =
m
∑

k=1

wk

(

kdVX

N
∑

i

Sibki〈Li,N〉

)

(5)



123456

0

87

Figure 2. The nine faces of the illumination
hemisphere

Similarly, equation 3 can be substituted into equation 2
giving us :

I(X) = (6)
m
∑

k=1

wk

(

VX

N
∑

i

Sibki(kd〈Li,N〉 + ks〈Hij ,Nj〉
n)

)

(7)

The above equations can interpreted as a sum of “basis
images” and therefore efficiently implemented on graphics
hardware. Figure 3 and 5 show two example of such basis
images, the first one for a scene illuminated with a single
haar scaling function from above and the second one for a
scene illuminated with a Haar wavelet.

When compressing an image with wavelets, a good ap-
proximation can be made by zeroing wavelets with small
coefficients as a post processing step. In the case of light
estimation, the areas of the cube map that need more detail
are unknown. Therefore the proposed method uses a bottom
up approach. The initial reconstruction uses a low resolu-
tion basis, which is then iteratively refined by adding higher
order wavelet basis functions where needed (see Figure 9
for an example).

In terms of implementation, each face on the cube map
is treated as a quad tree. At the root level is the Haar scaling
function. Every node has three associated wavelet basis’,
which are the wavelets required to subdivide that node into
four smaller ones. The scaling function and three wavelet
functions can be seen in Figure 4.

5. Light Recovery Method

The proposed method for illumination reconstruction
uses a single image. With a single image of a known Lam-
bertian object, it is not possible to reconstruct both the light-
ing and the object albedo. Only their product can be deter-

Figure 3. Left: Scene illuminated from above
with Haar scaling function. Right: The Haar
scaling function.

Figure 4. Left to Right, Top to Bottom: The
Haar scaling function and three wavelet func-
tions.

mined. As a result, this approach is limited to uniformly
colored objects with known reflectance.

Since we are working with a known object, the visibility
VX and the shadow indicator Si are both known. These
are calculated by rendering the scene on graphics hardware,
with a stencil buffer shadow algorithm.

When the reflectance properties of a Lambertian or
Phong reflectance parameters are known, the problem of il-
lumination reconstruction given the image I takes a simple
linear form

Ij = I(Xj) =

m
∑

k=1

wkajk (8)

where ajk has the following form in the Lambertain and
specular case respectively:

ajk = kdVj

N
∑

i

Sijbki〈Li,Nj〉 (9)

ajk = Vj

N
∑

i

Sijbki(kd〈Li,Nj〉 + ks〈Hij ,Nj〉
n (10)

Non-negativity constraints are needed on the Li variables to



Figure 5. Left: Scene illuminated from above
with a Haar wavelet. Right: The Haar wavelet.

prevent negative lighting

∀i

m
∑

k=1

wkbki ≥ 0

A similar approach, but without the wavelet basis represen-
tation, was used by Sato Ikeuchi [11].

Illumination reconstruction of a uniformly colored ob-
ject with a known BRDF is a linear least squares problem
with linear inequality constraints, which can be formulated
as a quadratic programming problem.

min
w

(Aw − I)T (Aw − I) = min
w

(

wT AT Aw − 2IT Aw
)

(11)
subject to

m
∑

k=1

wkbki ≥ 0 (12)

where A is the light transport matrix, w is the vector of
basis function coefficients and I is a vector of the observed
pixel values.

Light reconstruction gets slightly more complicated
when the specular parameters of the material are unknown.
Instead of trying to tackle the whole non-linear optimization
problem of finding lighting and parameters simultaneously,
we use an iterative method.

If the lighting is known, estimating the specular parame-
ters becomes a non-linear optimization problem. Knowing
that:

Ij = Vj

N
∑

i

LiSij(kd〈Li,Nj〉 + ks〈Hij ,Nj〉
n) (13)

and with the symplified notations

aij = VjLiSij〈Li,Nj〉

bij = VjLiSij

cij = 〈Hij ,Nj〉

Ij = kd

N
∑

i

aij + ks

N
∑

i

bijc
n
ij (14)

the specular parameters are then estimated as:

{ks, n} = argminks,n

M
∑

j=1

(Ij −kd

N
∑

i

aij −ks

N
∑

i

bijc
n
ij)

2

(15)
We initially estimate the lighting by solving equations 11

and 12. We start an educated guess of the true specular
parameters, which gives us an approximate reconstruction.
This solution is then used to estimate the specular parame-
ters by solving equation 15 using the Levenberg-Marquardt
algorithm. Given the new specular parameters, the lighting
is solved one last time.

6. System and Implementation Details

Input
calibrated image I
object geometry Xj , j = 1 . . . M
(spec) initial specular params ks, n
initial wavelet resolution

Repeat a fixed number of times
estimate light coefficients w (Eq. 11 and 12)
refine wavelet basis in areas with non-zero light

(spec) estimate reflectance params ks, n (Eq. 15)
estimate lighting one final time.

Figure 6. Overview of light reconstruction
method

The input to the light and reflectance estimation method
is a calibrated image of a known Lambertian or specular
object with uniform reflectance. In the case of the Lam-
bertian scene, the object is assumed white (albedo 1) while
for the specular case, we initially guess the specular pa-
rameters. Our method starts with a low resolution cube
map (only the top hemisphere), shown in Figure 2. The
light is reconstructed using a wavelet basis at this resolution
by solving the quadratic programming problem from equa-
tions 11 and 12. Areas of the cube map with non-zero pixel
light values are refined further to the next level of resolution.
Nodes which don’t influence the reconstructed cube map
are removed (all the coefficients are zero). This is then re-
peated a fixed number of times until the subdivision reaches
the finest resolution. In the specular case, the reflectance



Figure 7. The original synthetic input scene
is shown on top, followed by the six increas-
ingly accurate reconstructions.

parameters are now re-estimated using equation 15, and the
lighting is then estimated one last time. Figure 6 presents a
summary of the algorithm.

7. Experimental Results

In order to determine the effectiveness of our algorithm,
we performed two sets of tests. The first experiment demon-
strates the proposed wavelet-based light and reflectance re-
construction on both real and synthetic data. In the second
test, we compared the wavelet lighting basis with other al-
ternative basis functions.

7.1. Wavelet Based Reconstruction

In this experiment we tested the performance of our
wavelet based method on both synthetic and real scenes.

Figure 8. At the top is the original lightmap
used to create the synthetic scene, followed
by a scaled down version to show bright
spots. The remaining 6 images are consec-
utive lighting reconstructions.

For our synthetic scene we used the skull model from
Headus, and the environmental map was courtesy of De-
bevec. As outlined in Section 6 the proposed light re-
construction method starts with a low resolution cube map
that is then refined until the desired reconstruction error is
achieved. Figure 8 presents the original light map and six
iterations of the lighting refinement. Figure 9 shows the
corresponding cubemap subdivisions. Figure 7 presents the
original scene and six relit images correspondent to the re-
constructed lights from Figure 8.

We performed a similar experiment for a diffuse object
and a real scene. Both the synthetic and real experiments
were performed with a cubemap face resolution of 32x32.
For the real scene, we used an image of a glossy ceramic
duck. We obtained the geometric model of the duck using
a laser scanner and we registered it with the image using
corresponding points (manually selected). The image was
calibrated with respect to the camera using the dotted cal-
ibration pattern shown in Figure 10 (first image last row).



Figure 9. The six successive subdivisions of
the reconstructed cubemap in Figure 8.

Comparative results of the original image, the reconstructed
scene and the final reconstructed light are shown in Fig-
ure 10.

The synthetic scene reconstruction was nearly indistin-
guishable from the input reference image, while the real
scene reconstruction was reasonably close. If one looks
carefully at the light map and reconstructed scenes from the
shiny duck test, one can notice the three fluorescent lights
above the duck and some anomalous blue lights on the hori-
zon. These lights are there to make up for the reflection of
the blue calibration pattern, which gives the bottom of the
duck a blue appearance.

7.2. Comparative Lighting Experiments

The second test we performed was a comparative experi-
ment, between the proposed wavelet basis method and three
other lighting bases: The first basis is a quad tree based
lighting basis which uses a subdivision scheme identical to
the wavelet based one. Instead of having a wavelet basis
over the cubemap, we represent each each leaf of the quad
tree with its own lighting coefficient. The second basis we
implemented used the first 9 spherical harmonics of a global
basis as advocated in [10]. Finally, we implemented a sim-
ple cubemap where each pixel had its own lighting coeffi-
cient (at the finer resolution).

These four methods were applied to the real world scene.
Figure 11 shows the original input image, and the four re-
constructed scenes, while figure 12 shows the correspond-
ing lightmaps. In order to make a fair comparison, all four
methods were run with an 8x8 cubemap.

The final reconstructions for the wavelet, quad tree and
simple cubemap lighting bases were quite similar. The set
of possible lightmaps are the same for these three methods,
so it understandable that they get such similar results. The
spherical harmonic reconstruction was of lesser quality than
the other three, simply because sharp lighting effects can’t

Orig. image Relit scene Recovered light

Figure 10. Results of the wavelet based light
reconstruction algorithm. The first column
shows the original image, the middle column
shows the scene reconstructed with the final
light and the last column shows the final re-
constructed light. The first two rows present
results for the synthetic experiment (diffuse
and specular) and the last row presents the
results for the real scene.

be modeled with only nine spherical harmonics. It is pos-
sible to get a better reconstruction by using higher order
harmonics, but this may produce Gibbs phenomena in the
reconstructed lightmap.

It should be noted that although the simple cubemap
based method gave results very similar to the wavelet and
quad tree methods, it does not scale well. At a higher
cubemap resolution of 16x16, the constrained linear least
squares solver failed due to poor conditioning.

8. Conclusions

We have presented a light and reflectance reconstruction
method that uses a wavelet representation for the light im-
plemented on a cube map. The reflectance is representing
using a Phong parametric model. The input to our method is



Figure 11. The input scene is shown on the
top row. The second row has the wavelet
and quad tree based reconstructions. The fi-
nal row contains the spherical harmonic and
simple discrete cubemap results.

a single calibrated image of a known scene. The reconstruc-
tion starts with a low resolution cube map that is then re-
fined a fixed number of times. We demonstrate good results
for both diffuse and specular objects on real and synthetic
scenes. We compared our representation with other popular
light models (spherical harmonics and discrete hemisphere)
and found it superior. Furthermore, it can represent com-
plex lightmaps in a both accurate and compact way.
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