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ABSTRACT

For years, games researchers have used chesseshanll other board games as a testbed for machine
intelligence research. The success of world-changbip-caliber programs for these games has resulted
in a number of interesting games being overlookgecifically, we show that poker can serve as a
better testbed for machine intelligence researlete@ to decision making problems. Poker is a game
imperfect knowledge, where multiple competing agentist deal with risk management, agent
modeling, unreliable information and deception, mlike decision-making applications in the real
world. The heuristic search and evaluation metsodsessfully employed in chess are not helpful.here
This paper outlines the difficulty of playing stgppoker, and describes our first steps towardslimgl

a world-class poker-playing program.

Keywords: poker, imperfect information, opponent modeliogmputer games

1. Introduction

Why study computer games? By writing programs iy games, some insights can be gained about
machine intelligence. These lessons can then lgktas#evelop useful nogame programs. Researct
have spent a lot of time and effort on board gasoet as chess and checkers. These games alllsé
property that high performance can be achievedrbbieforce search. This emphasis on search was
taken to the extreme by tieep Bluechess machine, which analyzed 200 million posgtiper second

in its May 1997 match against World Chess Chamf@arny Kasparov. This achievement only
confirmed the effectiveness of brutaece search for some application domains. Howehes result ha
been anticipated for several decades. Can comgatees give us any fresh insights into machine
intelligence, beyond brute-force search?

We believe that the answer to this question is Mesvever, real progress can only be made if weystud
games in which search is not the major criterisstarcess. Instead, we need to mimic real-world
applications that are perceived to require intehiigbehaviour. Activities such as financial traging
business negotiations, and forecasting (from weathpolitics) meet this criteria. The first coluroh
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Table 1 shows some of the characteristics of tappécations from the Al point of view. We are |
claiming that these are the only activities of iag, just that they are important considerationsaf

wide range of interesting problem domains. Unfaatety, games like chess and checkers do not have
these characteristics, or involve them only in tediways. Can these activities be studied in timecd

of computer games, and if so, what games?

General Application Probl em Real i zation in
Pr obl em Poker

. opponents' hands are
imperfect knowledge hidden

multiple competing

agents many competing players

betting strategies and
their consequences
identifying patterns

agent modeling in opponent's play and
exploiting them

risk management

deception bluffing and varying
style of play
taking into account
unreliable information your opponents’
deceptive plays

Table 1. Characteristics of Al problems and how thee exhibited by poker.

We are currently studying the game of poker andatieanpting to build a high-performance poker
program that is capable of beating the best hurtegres. As shown in the second column of Table 1,
poker exhibits all of the activities we are intéegekin studying on at least some level.

Certain aspects of poker have been extensivelyestiny mathematicians and economists but,
surprisingly, very little work has been done by gating scientists. There are two main approaches to
poker research. One approach is to use simplifigfical variants [vNM44] or simplified real varrds
[Ank81, SS92] that are easier to analyze. For exangme could use only two players or constrain the
betting rules. The other approach is to pick a vaahnt, but to combine mathematical analysis,
simulation and ad-hoc expert experience. Expeytgptawith a penchant for mathematics are usually
involved in this approach (for example, [SM94]).

Simplification is a common technique for solvindfidult problems. However, we must be careful that
simplification does not remove the complex actegtthat we are interested in studying. For example,
Findler worked on and off for 20 years on a pokesimg program for 5-card draw poker [Fin77]. His

approach was to model human cognitive processebuilttla program that could learn. Unfortunately
his simplified approach nullified many of the pdiahbenefits of his research [Bil95].

Recently, Koller and Pfeffer have been investigapoker [KoP97] from a theoretical point of view.
They implement the first practical algorithm fonding optimal randomized strategies in two-player
imperfect information competitive games. This isdan theirGala system, a tool for specifying and
solving problems of imperfect information. Theisgym builds trees to find the game-theoretic odtima
(but not maximal) strategy, however only vastly @lifred versions of poker can be solved due to
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size of trees being built. The authors state that& are nowhere close to being able to solve
games such as full-scale poker, and it is unlikiedyt we will ever be able to do so."

We have chosen to study the game of Texas Holdrenpoker variation used in the annual World
Series of Poker Championships. It is considerdzbtthe most strategically difficult poker variahat is
widely played, and requires all of the complex\atés listed in Table 1. For example, the besk ris
management strategy in the world cannot compeifisagelack of deception, since human opponents
are quick to exploit predictable players, no mdtiaw strong they might otherwise be. Our objecisve
to build a program which handles all aspects olepakell enough to play at world-championship
caliber. If we are successful, then the insightgaia should have wide applicability to real apgiions
that require similar activities.

This paper describes our first steps towards mgldi strong poker program, calledkibot Section 2
gives the rules of Texas Hold'em. Section 3 disesifise requirements of a strong Hold'em progran
provides evidence that all of the activities lisked able 1 are necessary to play strong pokeiti@ed
describes theokibotprogram and Section 5 gives some initial perforceaassessments. Section 6
discusses ongoing work on this project.

The research contributions of this paper include:

showing that poker can be a testbed of real-wasldsion making,
identifying the major requirements of high-performoa poker,

presenting new enumeration techniques for handgtineand potential, and
demonstrating a working program that successfudyg'"real" poker.

2. Texas Hold'em

A hand of Texas Hold'em begins with ge-flop, where each player is dealt tlole cards, face dow
followed by the first round of betting. Then thie@mmunity cards are dealt face up on the tabléaal
theflop, and the second round of betting occurs. Onuhg a fourth community card is dealt face up
and another round of betting ensues. Finally, emitler, a fifth community card is dealt face up and
fourth (final) round of betting occurs. All playessll in the game turn over their two hidden caials
theshowdownThe best five card poker hand formed from the iwie@ cards and the five community
cards wins the pot. If a tie occurs, the pot igspypically Texas Hold'em is played with 8 to 10
players.

Limit Texas Hold'em uses a structured betting systeghere the order and amount of betting is syrictl
controlled on each betting round . There are twwdgnations of bets, called the small bet and tge b
bet. For simplicity, we will use a value of $10 the small bet and $20 for the big bet. In thet fursd
second betting rounds (pre-flop and flop), all kzetd raises are $10, while in rounds three and four
(turn and river), they are $20. In general, whas & player's turn to bet, one of five optionavailable
fold (withdraw from the hand, leaving all previouslygeaed money in theot), call (match the current
outstanding bet; if there is no current bet, ongaig tochech, orraise one bet (put the current bet plus
one into the pot; if there is no current bet, asdid tdbel). There is usually a maximum of three raises
allowed per betting round. The betting option resatlockwise until each player that has not foldasl
put the same amount of money into the pot for tireenit round, or until there is only one player
remaining. In the latter case, this player is tlener and is awarded the pot without having to atve
their cards.

There is a strategic advantage to being the lagiria any given round, so to maintain fairneks,
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order of betting is rotated clockwise after eachd-
3. Requirements for a World-Class Poker Player

We have identified several key components (modules)incorporate some of the required activities o
a strong poker player and address most of thehsiracteristics listed in Table 1. However, these
components are not independent. They must be c@iirrefined as new activities are supported.

Hand strength: assesses how strong your hand is in relatiorhtat wther players may hold.
Hand strength is computed on the flop, turn andrrit a minimum, hand strength is a function
of your cards and the community cards that have dealt. A better hand strength computation
takes into account the number of players stilhiem game, position at the table, and history of
betting in the hand. An even better model considéfsrent probabilities for each hidden hand,
based on the relative chance of each hand beigggla the current point in the game. This
model may be improved by varying the hidden hamdbgbilities for each player depending on
the opponent's model of play for that player.

Hand potential: assesses the probability of the hand improvimdpéing overtaken) as additional
community cards appear. For example, having fordscan the same suit does not count toward
hand strength, but has good potential to becommiaing flush as more community cards are
dealt. At a minimum, hand potential is a functidryour cards and the community cards that |
already been dealt. However, a better model cavblred as capabilities are added to the
program, similar to the hand strength computatescdbed above.

Betting strategy. determines whether to fold, call/check, or bé&&an any given situation. A
minimum model is based on hand strength. Refinesnasrisider hand potential, pot odds,
bluffing, opponent modeling and unpredictabilBot oddss an important concept that
differentiates poker from many other games andrdaries to its usefulness as a testbed for
concepts in the real world. Pot odds is the comsparof your winning chances to the expected
return from the pot. For example, if there is oal20% chance that we have the best hand on the
river, should we fold, call or bet? The correctvaessis that we have not given enough
information to answer the question. Assume thecpatains $100 after the only opponent bets
$20. If you call in this situation, you will losetdnes out of 5, for an additional cost of $80.
However, you will win 1 time out of 5 for a profif $100. Therefore, under these assumptions,
you should call, resulting in an average profi$dfper hand. However, if the pot only contained
$60, you should fold, since calling would yieldarerage loss of $4 per hand. Notice that an
accurate computation of your winning chances i®ssary. Such a computation requires a
sophisticated assessment of hand strength, astlssssabove. Even with an accurate hand
strength computation, the game theoretic optimidirig/calling strategy may not be the best
decision in practice, where bluffing, opponent mimadeand unpredictability may be used to
improve your betting strategy.

Bluffing : allows you to make a profit from weak hands. Efgmou only break even on the
bluffing plays, the false impression created alyoutr play may improve the profitability of
subsequent hands. Thus, bluffing is critical tocessful play. Game theory can be used to
compute a theoretical optimal bluffing frequencyertain situations. The minimal bluffing
system merely bluffs this percentage of handsradwcte, you need to be able to predict the
probability that your opponent will call in order identify profitable bluffing opportunities. The
better your opponent models are, the better yauffibg strategy will be.

Opponent modeling allows you to determine a likely probability dibution for your opponent
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hidden cards or betting strategy. A minimal oppamsadel might use a single model for
opponents in a given hand. Before the flop, a weiglsystem may be used to estimate the
probability of possible holdings for all players evdo not fold. After the flop, a second set of
probabilities may be used for all opponents whaadofold, based on the three community cards
that have been dealt. Opponent modeling may beoweprby modifying the probabilities based
on a classification of each opponent (e.g. weakigirpassive/aggressive), betting history, and
collected statistics. Opponent modeling has betemgtted in two-player games but with limited
success [CM95]. In poker, however, it is essembi@uccess.

Unpredictability : makes it difficult for opponents to form an acer model of your strategy. By
varying playing strategy over time (e.g. pre-flgnt selection, variable bluffing rate), opponents
may be induced to make mistakes based on an imtonadel.

In addition, there is a number of less immediateceons which may not be necessary to play reasg
strong poker, but may be required for world-clasy p

This paper focuses on the issues of hand strehgttd potential and betting strategy. Other isstes a
the subject of on-going research.

4. Lokibot

Lokibot handles its play differently at the pre-flop, flaprn and river. The play is controlled by two
components: an evaluation of the hand and a bedtnategy. The strategy is influenced both by e p
odds and our model of the opponent.

4.1. Pre-flop Evaluation

The hand strength for pre-flop play has been extelysstudied in the poker literature (for example,
[SM94]). These works attempt to explain the playjiman understandable terms, by classifying all the
initial two-card pre-flop combinations into ninettieg categories. For each hand category, a suggest
betting strategy is given, based on the strengtheohand, the number of players in the game, the
position at the table, and the type of opponerdsafpoker program, these ideas could be implerdente
as an expert system, but a more general approagkl Wwe preferable.

For the initial two cards, there are {52 choose=2}326 possible combinations, but only 169 distinct

hand types. For each one of the 169 possible lygasta simulation of 1,000,000 poker games was

done against nine random opponents. This produstatiatical measure of the approximaieome

rate for each starting hand. A pair of aces had thladggjincome rate; a 2 and 7 (of different suitg) ha
the lowest income rate for a 10-player simulatibimere is a strong correlation between our simutatio
results and the pre-flop card ordering given in BBA(although there are a few interesting diffees)c

4.2. Hand Evaluation

Critical to the program's performance on the fkoppn and river is an assessment of the currengine
of the program’'s hand. Enumeration techniques oarde an accurate estimate of the probability of
currently holding the strongest hand.

For example, suppose our starting hand+s /4 -Q hedlop is & -4 -¢ . There are 47 remaining

unknown cards and there are {47 choose 2} = 1,@8Eiple hands an opponent might hold. To esti
hand strength, the enumeration technique givesaeptie ranking of our hand. We simply count
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number of possible hands that are better than(angspair, two pair, -K, or three of a kind: 44
hands), how many hands are equal to ours (9 pessbiaining A-Q combinations), and how many
hands are worse than ours (628). Counting tieshsthis corresponds to a percentile ranking,and
strength (HS), of 0.585. In other words there ¥8#&% chance that our hand is better than a random
hand. This measure is with respect to one oppdnéntan be extrapolated to multiple opponents by
raising it to the power of the number of active opgnts. Against five opponents with random hands,
the adjusted hand strength (HS5) is .5855 = .0@8.cH, the presence of additional opponents has
reduced the likelihood of our having the best h@nanly 6.9%.

In practice, hand strength alone is insufficiendas$sess the quality of a hand. Consider the h+i+8 -
with a flop of & -@& -3 . The probability of havingelstrongest hand is very low, even against one
random opponent. On the other hand, there is trdowenpotential for improvement. With two cards
to come, anw , 10, or 5 will give us a straightidlush. Hence there is a high probability thas thand
will improve substantially in strength, so the hdmas a lot of value. We need to be aware of the
potential changes of hand strength.

In addition to this positive potential (Ppot) ofllmg ahead when we are behind, enumeration can als
compute the negative potential (Npot) of fallindnivel if we are ahead. For each of the possiblell,08
opposing hands, we consider the {45 choose 2} =ca®bbinations of the next two cards. For each

subcase we count how many combinations of upcorangs result in us being ahead, behind or tied.

The potential for 4+ -G /# -& «) is shown in TableTRe table shows, for cases where we were
ahead, tied or behind after five cards, what tkeltevould be after seven cards. For example, ithide
not have the best hand after five cards, then #wer®1,981 combinations of cards (pre-flop and two
cards to come) for the opponents that will givehesbest hand. Of the remaining hands, 1,036 will
leave us tied with the best hand, and 346,543|@alle us behind. In other words, if we are behied w
have roughly a 21% chance of winning against onmoent.

5
cards

| | Aheac |Tied |Behinc |[Sun |
IAheac [449,00! |[3,211 [[169,50 ||621,720 = 628x9¢ |
Tied |0 8,37 |I54C 8,910 = 9x99 |
|
|

7 cards

Behinc|91,98: [[1,03¢ |[346,54: |{439,560 = 444x9¢
ISur  |[540,98¢||12,617516,58  [[1,070,190 = 1,081x9!

Table 2. /¢« -G /% -& ¥ potential.

We use these values to generate Ppot and Npgto¥,dol} refers to the values in the table (for brevity
we use B, T, A, and S for Behind, Tied, Ahead, 8ad) then Ppot and Npot are calculated by:

Ppot = (TB,A} + T{B,T}/2 + T{T,A}/2 )/ ( T{B,S} + T{T,S}/2)
Npot=( HAB} + TIAT}/2 + T{T,B}/2 )/ ( T{A,S} + T{T,S}/2)
In the example Ppot is .208 and Npot is .274. Tdleuwtation for one card lookahead is exactly thaes

as the above calculation, except there are onlyo$Sible upcoming cards instead of 990 (or 44 if we
are on the turn). With only one card to come onttine, Ppot is .108 and Npot is .1
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By enumerating all possible card combinations pituggram uses a bri-force approach to calculati
hand strength and potential. The calculations asdyedone in real-time and provide accurate
probabilities that take into account every poss#iglenario. Hence the calculation gives smooth and
robust results.

4.3 Weighting the Enumeration

So far our calculations assume that all opponemd$iare equally likely. In reality, this is not tbase.
Many weak hands like#} #J would have been foldedreethe flop. However, with the example flop
of 3+»-4a -3 , these hidden cards make a strong hamdkkas the hand evaluations.

Accuracy of the estimates also depend strongly odats of our opponents. Ultimately, we want a
different set of weights fagachpossible starting hand for each opponent. Thesghtgecould then be
adjusted depending on the opponent's playing dégieexample, raising on the flop probably indisate
a strong hand that should be reflected in the vigigh. We would then apply the appropriate weigin
each of the 1,081 possible subcases when calaylaéind strength and potential.

AlthoughLokibottreats all opponents the same, it was designsdgport generalized opponent
modeling. Currently the common weights are basethersimulations of the 169 different starting hand
types, providing a reasonable starting templateifidacnown players.

4.4 Betting Strategy
Hand strength and potential are combined &iffective hand streng{(EHS):
EHS =HS + (1 - HS ) x Ppot

where H& is the adjusted hand strength foopponents and Ppot is the positive potential. Tdnsiula
means that EHS is the probability that we are ahaad in those cases where we are behind there is a
Ppot chance that we will pull ahead. Currently, E8i8ompared to some thresholds to determine when
to bet. For example, with an EHS greater than @<&n say there is a reasonable chance we are ahead
of our opponents and will bet if no other opponteed bet. This is an optimistic estimate because we
only consider positive potential. Npot is not calesed for two reasons. First, we do not know if our
opponent will play. Second, in many situations veh@e calculate a high Npot, it is often a better
strategy to bet/raise to scare the opponent otlteofiand.

Determining if the pot is large enough and whethehave enough equity to warrant calling a bet is
different than deciding when to bet. This decis®made by comparing Ppot against the pot odds,
where

pot_odds = bets_to_us/ ( bets_in_pot + bets_tq .us

We call when Ppot pot_odds Note that even on the flop we use only one cao# hhead for Ppot. If
we examine the situation two cards in the futurenwust consider whether we will face another bet (or
more) after the first cardPot_oddss based on the immediate situation. In the oalggxample, if there
are five opponents and we are first to act, EH®15 so we check. If the first opponent behind ets b
$10, two others call, and the fourth raises $1€nihis $20 to us and the pot is $175. Therefore
pot_odd is 20 / (175+20) = 0.103, so we call (Ppot is 8)10

5. Experiments
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A variety of different experimental methods haverbesed to measure the developmeiLokibot.
These include self-play simulations, play againshan opposition, and play against other computer
programs. Each type of evaluation has limitatieesforcing the need for a wide range of experiraent
and testing methods.

Self-play simulations offer a convenient methodtfe comparison of two or more versions of the
program. In addition to verifying that a certairhancement has a beneficial effect, it is possible t
guantify the contribution made by each new compbtethe system. Since all participants in the
simulated game are versions of the program, playpcaceed at a rapid pace, and results can be based
on large, statistically significant, sample sizdsreover, these closed experiments can be used as a
vehicle for exploring the interdependencies of paogfeatures. A combination of competing factors
can produce different results than might be expefrtan looking at each variable in isolation.

Exploring these results can help identify weaknegs¢he current system and suggest areas to g
providing some direction for future work.

The self-play simulations use a duplicate tournamegstem, based on the same principle as duplicate
bridge. Since each hand can be played with no meofgreceding hands, it is possible to replay the
same deal, but with the participants holding aedéht set of hole cards. Our tournament system
simulates a ten-player game, where each deal lsyegbten times, shuffling the seating arrangement
each time so that every participant has the oppitytto play each set of hole cards once. This
arrangement greatly reduces the "luck elementh@igame, since each player will have the same
number of good and bad hands. The differenceseipénformance of players will therefore be based
more strongly on the quality of the decisions miadeach situation. This large reduction in natural
variance means that meaningful results can bergatavith a much smaller number of trials than a
typical game setting.

One simple application of a self-play simulationulbbe to play five copies of a new version against
five copies of an older version, differing onlythre addition of one new feature. If the new commpobne
has improved the program, then the newer versiinvivi against the older version. The average
margin of victory, in terms of expected number efdper hand, can also give a preliminary indicatio
of the relative value of the new enhancement.

However, there are limitations to how much candmctuded from a single experiment, since it is
representative of only one particular type of gaeé style of opponent. It is quite possible that th
same feature will perform much worse (or much bettea game against human opposition, for
example. A wider variety of testing is necessargdban accurate assessment of the new feature. One
approach is to change the context of the simulgéede. The next self-play experiment might include a
number of players who employ a different style lafypsuch as a more liberal selection of starting
hands. If the new feature is successful over a wadleety of game types, we will have a more rebabl
indication of the value of that concept, with a nwetio quantify its contributiol
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Figure 1. Experiments with different versiond.okibot

As an example of a self-play experiment, Figurédwss the results of a tournament with five diffdren
versions olokibot The average bankroll size (profit) is plottediagathe number of hands played.
Player A is the most advanced version of the progracluding three major components that the most
basic player does not have. Player E is a basyepladaving no advanced features. The other three
versions are the same as Player A, but with orleeomajor components removed. Player B lacks an
appropriate weighting of subcases, using a unifdistribution for all possible opponent hands. Ptaye

C uses a simplistic pre-flop hand selection methaither than the advanced system which accounts for
player position and number of opponents. PlayeadBd the computation of hand potential, which is
used in modifying the effective hand strength aaltirg with proper pot odds.

As expected, the complete system performs the Wwede the basic system loses the most. The best

program earned approximately +0.08 small bets aad hwhile the worst lost at a rate of -0.11 small
bets per hand.

Within the context of this particular experimetie tuse of hand potential had the greatest impatiteon
strength of the program, since Player D, whichdacthat component, performed poorly. Player B,
missing the appropriate weighting of subcases,stihsble to win against this field of opponertisit
did not perform nearly as well as the version hgviis feature. Player C, differing only in the ude
the advanced pre-flop hand selection method, didose much compared to the other weakened
versions.

It is important not to oveinterpret the results of a single experiment. Ia garticular tournament, all
the participants are computer players with faidpservative styles. It is quite possible that the
consequences of each change would be differemsigafield of opponents who employ different

playing styles. For example, against several huphayers, the weighting function may have a much
bigger impact than the use of hand potential.

Lokiboi must also be tested in more realistic games agaumsan opposition. For this purpose,
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program participates in an-line poker game, running on IRC (Internet Relay tthHduman player
connect to the server and participate in gamegelllomoney is at stake, but statistics on eacheplase
maintained. Certain games are reserved for playleoshave earned enough virtual dollars to qualify,
and those games are usually taken more seriowatytiie games open to all players. This provides an
environment with several games, differing in stydéplay and skill level.

Early versions of.okibothad mixed results on the IRC server, but playeabatt the same level as the
average human participant in the open games, rguogabking even over the course of about 12,000
hands. When it qualified for the stronger gamest klowly, averaging about -0.05 small bets padha

dealt, based on roughly 2,000 hands. This is hartgee enough sample size for conclusive results, bu
strongly suggests it was a losing player overalhg#se games.

The most recent versions lobkibothave performed much better in the open gamesagwey about
+0.20 small bets per hand over 3,500 hands delitjws comparable to a solid human player
(probably ranking in the top 10% of IRC players).

A third form of competition was introduced agaioiter computer programs on the IRC server. Four
programs participated, using three copies of eaehli2-player game. Two prograr®€)Olbotand
Lokiboi, were clearly dominant over the other totandReplicat with the more establishéDO0Ibot
winning overall. Over 10,000 handsykibotaveraged about +0.03 small bets per hand. It dhimal
noted, however, that this competition is repredamaf only one type of game, where all the player
are quite conservativeplicatin particular performed much better in the opemgs against human
opposition than in this closed experiment.

A final important method of evaluation is the e of expert human players. Experts can review the
play of the computer and determine if certain densare "reasonable” under the circumstanceseor a
indicative of a serious weakness or misconcepBased on this opinion, it appears to be feasible to
write a program that is stronger than the averageam player in a casino game, althougkibothas

not yet achieved that level. Whether it will be gibke to design a system capable of world-champion-
caliber play remains an open question.

6. Work in Progress

Lokibot still suffers from some obvious problems. Most artpntly, it is a predictable player that reacts
the same in a given situation irrespective of asyohical information. This leaves it open to
exploitation by an opponent who has deduced itplsstic playing style. The two major areas requ
improvement are opponent modeling and bettingesisatBoth of these topics are open-ended, and will
provide interesting challenges for future work.

The most important foreseeable advance is oppanedeling. WherLokibotis better able to infer
likely holdings for the opponent, it will be capaldf much better decisions. The hand strength and
potential calculations will use a different tabfeaeights for each particular opponent. Now thecje
actions of that opponent can be taken into consiaber, as well as historical and statistical infation
gathered on this opponent from previous games.d®wariety of properties can be measured and
applied, such as betting frequencies, known blugfsent trends, etc. Additionally for each opponea
will also compute statistics to measure the betstngtegy and thresholds for the various bettinmpas.

Betting strategy is similarly a very broad concdjte current system is simplistic and predictatile (

will always act the same in a given situation).igngficantly better betting system would bluff with
high potential hands and occasionally bet a str@rgl weakly. It would also predict oppon
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responses in order to choose the best practidahattnpredictability and other advanced bet
strategies can be incorporated.

The infrastructure is in place to incorporate thfies¢uresLokibotis changing on a daily basis. It is o

six months old and already at a level that exceedsnitial expectations. We understand many of the
weaknesses in the program, but do not yet knoW aff dhem can be addressed sufficiently to proda
world-class poker player.
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