Incremental generation of possible moves in Shogi
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ABSTRACT

In othello and chess programs, the cost of generating possible moves is not a
matter of importance because possible moves are not many on each position.
Since there are many more possible moves in Shogi than the ones in chess, it
is necessary to reduce the cost of generating possible moves. It is
advantageous to search more nodes within the limited amount of time to
reduce the cost of the generation. Presently, in Shogi programs, possible
moves have been generated without using any previous data of move
generation.

This paper proposes a new method to reduce the cost of the generation by
using the data of moves in previous position. Firstly, we copy the previous
data to the current data, and then we compute the difference between the
previous position and the next position.

We examined this method in a Shogi program. Compared to a benchmark
program that used a conventional move generation algorithm, our

incremental technique produced a speed improvement of about 28%.

1 Introduction
The game of Shogi is a two-person complete information game like chess. Shogi is more
complicated than chess. The reasons are as follows:
(1) 9 x 9 board
(2) dropped pieces can be reused
(3) there are many possible moves (max:600, average:80)
(4) each game lasts about 120 moves
A position is hard to evaluate, and a good evaluation function requires a great deal of
knowledge. In spite of the effort in developing Shogi programs, the level of the best

programs still remains low on the human scale.



An important guideline in developing a program is time constraints. This is crucial
when there are many possible moves. The aim of this paper is to show the incremental
generation of possible moves.

In section 2, we show the reason of using incremental generation. Presently, in Shogi
programs, possible moves have been generated without using the previous position data.
In our method, possible moves are generated by using the previous position data. We
show the main idea of the incremental generation of possible moves in section 3. We also

show the results of the experiment in section 4, and the conclusion is given in section 5.

2 Why is it necessary to generate incrementally?

Considering the average length of move sequence in actual games L and average
branching factor B, there are C=B' states in games. In chess B=40, L=80 and C=10'%5,
but in Shogi B=80 L=120 and C=10%?%, which shows complexity of games, and difficulty
of developing the program.

Since there are many more possible moves in Shogi than the ones in chess, it is
necessary to reduce the cost of generating possible moves. It is advantageous to search
more nodes within the limited amount of time to reduce the cost of the generation.

Making observation of human Shogi players is very helpful in order to develop a Shogi
program. For example, human players do not re-calculate each situation of the board
after each move. In fact, he may calculate only situations that are affected by the last
move. This remark was a motivation to find a mechanism about the incremental
generation of possible moves.

The incremental generation of possible moves computes the difference between the
previous position and the next position. Presently, in Shogi programs, possible moves
have been generated each position fully. In Shogi, the cost of possible moves is not low.
Since there is a little difference between the previous position and the next position,
there is also a little difference between possible moves in the previous position and the
next position.

Because the incremental generation of possible moves computes the difference

between the previous position and the next position, it requires to compute less.

3 How to generate incrementally
In this section, we describe the method of the incremental generation of possible

moves.



3.1 Previous method
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3.2 Incremental generation of possible moves

As we point out in 3.1, there is a little difference of position, possible moves and
move-ordering between the previous position and the next position. Average of possible
moves in Shogi is about eighty, while last move changes a few parts of possible moves.
Therefore, idea of the incremental generation of possible moves is that possible moves
are generated by utilizing the previous position data.

The incremental generation of possible moves uses Black’s possible-move-list and

White’s possible-move-list. These lists are updates after each move.



The incremental generation of possible moves is following (we call this type-2):

(1) possible moves in next position from the list of previous possible moves are selected
(2) moves from (1) are copied to the list of next possible moves
(3) the list of the new possible moves after the last moves is generated
(4) moves from (3) are added to the list of the next possible moves
(5) the list of the next possible moves is sorted out according to their evaluation

Figure 3 shows this operation in Figure 1. Firstly we select the possible moves in the
list of the previous possible moves by the last one in the next position (Fig.3(1)) and
their move are copied to the list of the next possible moves (Fig.3(2)). Then we generate
the new possible moves after the last one, and their moves are added to list of the
possible moves in next position. Finally we sort out the list of the next possible moves

according to their evaluation.
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3.3 Improvement on incremental generation of possible moves

We remark that the copied possible moves in the list of the next position are kept in
their ranking. This helps sorting for the list of possible moves when to utilize alpha-
beta game tree search. In general, the moves related in last moves obtain a high
evaluation. By this fact, we get a following simple improvement (we call this type-3):
(1) possible moves in next position from the list of previous possible moves are selected
(2) moves from (1) is copied to the list of next possible moves

(3) the list of the new possible moves after the last moves is generated

(4) moves form (3) are added to top of the list of the next possible moves

(5) the list of the next possible moves is sorted out according to their evaluation




In Figure 3 the new generation moves added to last of the list of the possible moves.
However in Figure 4 the new generation moves added to top of the list of the possible
moves. By this means the sorting of the list of possible moves has more efficiency.

Most Shogi program searches top of the list of possible move by uses pre-pruning.
Therefore we should sort the list of possible moves in the part of top of the list, which is

for the next improvement.
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We also propose that we first sort the new generated moves according to its evaluation,

next we merge the new generated moves and the previous possible moves by the merge
sort (we call this type-4).

(1) possible moves in next position from the list of previous possible moves are selected
(2) the list of the new possible moves after the last moves is generated

(3) the list of the new generation moves is sorted

(4) the new generated moves and the previous possible moves are merged
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Figure 5 shows this method in Figure 1. Moreover, we can also sort top of the list.

4 Results

We examined the type-1, type-2, type-3 and type-4 techniques by implementing them
in a Shogi program. To allow our tests to evaluate solely the differences due to each
move generation technique, we used an evaluation function that simply returned
random numbers. We examined the experiments 50 games (about 5000 positions).
Average length of move sequence in games is 97, average branching factor is 82 and 3-
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Evaluation function requires the most time. Our method is no longer efficient for Shogi
programs which search a few positions in a second, because our method is less used in
game tree searching, but efficient for Shogi program which searches more 10000
position in a second. As shown in the figure, the number of the search positions in type-

3 and type-4 increased about 28% compared to type-1.

5 Conclusion

This paper proposed the incremental generation of possible moves, and showed the
result of the experiment. The incremental generation of possible moves is

(1) to utilize the previous position,

(2) to compute the difference between the previous position and the next position.
As the result of experiment, we can show that our method reduces the cost of move

generation. Though we do not research the detail, our method is more effective for



positions that have a lot of possible moves.
Our program that is used for the experiment is still under development, we will
examine the experiment which use the program with pre-pruning. We conjecture that

our method is still efficient for such a program.
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