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Main Message 

•! Concurrent and/or parallel programming is 

now a necessity, and not “just” a research 

program 

•! As a programmer, computing scientist, or 

systems administrator, you must know 

how to develop this technology 

•! As a computational scientist, you must ride 

this wave carefully 
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Overview 

•! Hardware trends for manycores 

•! Implications for programmers 

•! Implications for systems administrators 

•! Implications for computational scientists 
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Current Multicores 

(adapted from David Patterson, 2007) 

Name Clovertwn Opteron Cell Niagara 2 

Chips*Cores 2*4 = 8  2*2 = 4  1*8 = 8 1*8 = 8 

Clock Rate 2.3 GHz 2.2 GHz 3.2 GHz 1.4 GHz 

Peak  MemBW 21 GB/s 21 GB/s  26 GB/s 41 GB/s 

Peak  GFLOPS 74.6 GF 17.6 GF 14.6 GF 11.2 GF 

Naïve SpMV 
(median of many matrices) 

  1.0 GF   0.6 GF -- 2.7 GF 

Efficiency % 1% 3% -- 24% 

Sparse Matrix * Vector operations 
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Expertise is required to 

approach peak FLOPS! 

Recent Examples 

•! PowerPC 450 in BlueGene/P 
–! 4 cores, 850 MHz 

–! future BlueGene system (aka Sequoia, LLNL, 
2012) will have 16 cores 

•! Intel will describe an 8-core “Beckton” 
Nehalem EX 
–! International Solid State Circuits Conference, next 

week in San Francisco 

–! targeting 8-socket (i.e., 64-core) configurations 

•! Intel “Dunnington” Xeon’s with 6-cores now 
shipping 
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Why Target 64+ Cores? 

(adapted from David Patterson, 2007) 
•! Multicore: 2X / 2 yrs ! ! 64 cores in 8 

years 

•! Manycore: 8X to 16X multicore 
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Implications for you 

•! As a programmer, you need to learn 
concurrency, shared-memory, and 
distributed-memory programming and 
debugging 

•! As a systems administrator, you need to learn 
about multi-core scheduling 
–!E.g., should you put 2 jobs on a single sockets 

•! As a scientist, you need support your 
programmers and administrators (with the 
proper equipment and tools), and you need 
to be aware of the trends 
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Programmers 

•! Old school concurrent programming (e.g., Unix fork/
processes) still important 
–! But, how much do you know about performance evaluation 

of systems 

•! New school thread programming (e.g., Java threads, 
Pthreads) becoming more important 
–! But, how much do you understand about granularity 

•! Future school manycore programming (e.g., Pthreads, 
OpenMP, transactional memory) 
–! But, how much does any of us know about what 

applications really need 

–! How many of us know how to debug a 512-thread 
program? 
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Systems Administrators 

•! The University of Alberta has just ordered a 

1,280 core cluster with InfiniBand, from SGI 

–! It is 160 nodes, with 8 cores per node 

–!Should we try to batch schedule 1,280 sequential 

jobs?  320 x 4-way jobs?  160 x 8-way jobs? 

–!More radically, 80 x 8-way jobs? 

•! UBC/TRIUMF is getting 3,000 cores.  SFU is 

getting ~1,000 cores. 
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Computational Scientists 

•! Good news:  Many applications already 

parallelized for threads or MPI 

•! Bad news:  Who’s going to (re-)write the 

next generation of parallel application? 

–!Who’s going to help the computing scientists 

write the next generation of software? 

–! Is a delay of a few years for optimized 

applications going to affect your research? 
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Concluding Remarks 

•! Hardware trends imply that concurrent 
and/or parallel programming is now a 
necessity 

•! There are many computing science 
problems to be solved in the multicore/
manycore era. 

•! As a computational scientist, you must ride 
this wave carefully:  medium-term and 
long-term planning will help your research 
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