
CMPUT 466/551 � Assignment 2Instrutors: R Greiner, B. PózosDue Date: 12:30pm, Tues, 3/Nov/09The following exerises are intended to further your understanding of Linear Algebra (eigen-values, ...), Dual Formulation, Lagrange Multiplier, Kernel Methods, Pereptrons, SVMsRelevant reading: FTH: Chapters 5.8 and 12 (esp 12.3) + readings shown below.Undergrads: solve problems 1�13Grads: solve (all) problems 1�15The HW2-ReadMe.html �le desribes the details of exatly what to hand in.Total points: UGrad: 116 Grad: 162[Hint: Several problems below extends results of previous problems. . . ℄Question 1 [12 points℄ Positive semi de�nite matriesThe �nite-dimensional spetral theorem says that any symmetri matrix A ∈ R
n×n an bediagonalized by an orthogonal matrix. More expliitly: For every symmetri real matrix Athere exists a real orthogonal matrix U suh that D = UT AU ∈ R

n×n is a diagonal matrix.(Orthogonal means UT U = I where I is the identity matrix.) This matrix is �positive semide�nite� (psd) i� vT Av ≥ 0 ∀v ∈ R
n.a [4℄: Use this theorem to prove that the eigenvalues of a symmetri matrix are real, andb [4℄: the eigenvetors {ui} are orthogonal (i.e., 〈ui, uj〉 = 0 when i 6= j). [4℄: Let A ∈ R

n×n be a symmetri matrix with eigenvalues {λ1, . . . , λn}. Prove that
A is positive semi de�nite i� λi ≥ 0 ∀i = 1, . . . n.[Hint: xT x ≥ 0 for all x ∈ ℜn. See alsohttp: // en. wikipedia. org/ wiki/ Eigenvalue,_eigenvetor_ and_ eigenspaehttp: // en. wikipedia. org/ wiki/ Spetral_ theorem ℄Question 2 [4 points℄ Sum of positive semi de�nite matriesAssume that K1, K2 are positive semi de�nite matries.a [2℄: Prove that, for any positive real onstants c1, c2 > 0, c1K1 + c2K2 is psd.b [2℄: Prove that K1 − K2 is not neessarily psd.Question 3 [4 points℄ Construting kernelsLet k1(x, x̃) and k2(x, x̃) be valid kernel funtions, and c1, c2 > 0 be positive real onstants.a [2℄: Show that c1k1(x, x̃) + c2k2(x, x̃) is a valid kernel funtion, too.b [2℄: Show that k1 − k2 is not neessarily positive semi de�nite.
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2Question 4 [12 points℄ Elementwise produt of two positive semi de�nite matriesLet K1, K2 ∈ R
n×n be two positive semi de�nite matries. Prove that their elementwiseprodut matrix K(i, j) = K1(i, j)K2(i, j) is positive semi de�nite matrix, too.[Hint: Consider ombining two independent n-dimensional vetors u = (u1, . . . , un)T ∼ N(0,K1)and v = (v1, . . . , vn)T ∼ N(0,K2), eah drawn from its own Gaussian distribution. ℄Question 5 [4 points℄ Construting kernelsLet k1(x, x̃) and k2(x, x̃) be valid kernel funtions. Show that k1(x, x̃)k2(x, x̃) is also a validkernel funtion.Question 6 [4 points℄ Produt of positive semi de�nite matriesLet A, B ∈ R

n×n be psd matries.a [2℄: Show that AB is not neessarily positive semi de�nite.[Hint: Does AB have to be symmetri?℄b [2℄: Show that Am is positive semi de�nite for all m ∈ Z+.Question 7 [2 points℄ Non kernelWe know that exp(−‖x − y‖2) is a kernel funtion. Show that
exp(‖x − y‖2)is not a valid kernel.Question 8 [16 points℄ Pereptron [Implementation℄a [6℄: Desribe when you expet the Primal to be faster than the Dual. . . . and vie versa.b [10℄: Implement the pereptron lassi�ation algorithm in Primal and Dual form. Try tolassify a 2D dataset, using �linear�, �polynomial� and �RBF� kernels. The HW2-ReadMe.html�le provides several datasets to play with � both linearly separable and non-separable ases.(It also spei�es exatly what you should submit.)Question 9 [30 points℄ SVM [Implementation℄Reall the primal problem for SVM is:

min
w

1

2
‖w‖2 + C

m
∑

i=1

ξisubjet to
yi〈xi, w〉 ≥ 1 − ξi, (i = 1, . . . , m)

ξi ≥ 0, (i = 1, . . . , m)[[ Corretion (14/Ot): hanged from ξ to ξi above. ℄℄a [6℄: Show that this is the same as
min

w

m
∑

i=1

[1 − yi〈xi, w〉]+ + λ‖w‖2



3where in general r+ =

{

r if r ≥ 0
0 otherwise is the positive part of r.b [4℄: Desribe when you expet the Primal to be faster than the Dual. . . . and vie versa. [20℄: Implement the soft SVM lassi�ation problem in Primal and Dual form. (YouMAY use the 'quadprog' Matlab ommand... but may NOT use SVM toolboxes.)The HW2-ReadMe.html �le provides a number of datasets. Compare the lassi�ationauray of your method using 'linear', 'polynomial(k)', and 'RBF' kernels. Feel free to playwith the k and �C� parameters. The HW2-ReadMe.html �le also spei�es exatly what youshould submit here.Question 10 [14 points℄ Construting feature map in �nite ase [Implement℄Let X = {x1,x2,x3,x4,x5} onsist of the following �ve 2D points:
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]a [2℄: Plot these points using Matlab.b [2℄: Consider the kernel
k(xi,xj) = exp(−

‖xi − xj‖
2

8
) 1 ≤ i, j ≤ 5Use Matlab to show that its Gram matrix is positive semi de�nite, and thus that this k(·, ·)is a valid kernel. [6℄: Using Matlab onstrut a feature map φ : X → R

5 that is ompatible with kernel
k.d [4℄: Verify if the onstruted feature map is good � i.e., if the inner produt between
φ(xi) and φ(xj) in the feature spae is equal to the values of the kernel funtion k(xi,xj).Question 11 [4 points℄ l20p norms [Matlab exploration℄The HW2-ReadMe.html �le provides three di�erent 20 dimensional vetors x, eah with onlya few non-0 oordinates.a [2℄: For p ∈ { 1

128
, 1

32
, 1

2
, 1, 2, 8, 32, 128}, plot ‖x‖p

p =
∑20

i=1 |xi|
p,and ‖x‖p = (

∑20
i=1 |xi|

p)1/p. You should probably use log-sale for the Y axis. (In Matlab:set(ga,'Ysale','log').)The HW2-ReadMe.html �le spei�es exatly what you should submit here.b [2℄: What happens when p → 0? . . . and when p → ∞?Question 12 [4 points℄ Representer theorema [2℄: Let F be an RKHS funtion spae with kernel k(·, ·). Let {(x1, y1), . . . , (xm, ym)}be m training input-output pairs. Our task is to �nd the f ∗ ∈ F funtion that minimizesthe following regularized funtional:
f ∗ = arg min

f∈F
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|f(xi)|
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∣
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+ yi|f(xi)|

42
]

+ exp(‖f‖F)



4 This is a nonparametri minimization problem over funtions in the funtion spae F .Prove that f ∗ an be expressed as f ∗(·) =
m
∑

i=1

αik(xi, ·), reduing the problem to an m-dimensional minimization [with respet to (α1, . . . , αm)℄ only.b [2℄: Now onsider
g∗ = arg min

g∈F
‖g‖F

m
∑
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+ exp(‖g‖F)Can you use the representer theorem to express g∗(·) =
m
∑

j=1

αjk(xj , ·) for some αj's? Explain.Question 13 [6 points℄ Lagrange multipliers, disrete random variablesA disrete distribution p = (p1, p2, . . . , pn) has ∑ pi = 1 and pi ≥ 0 for all i. The entropy,whih measures the unertainty of a distribution, is de�ned by H(p) = −
∑n

i=1 pi log pi.(Note we de�ne 0 log 0 = 0).a [1℄: Prove that the entropy is 0 for the (p1 = 1, p2 = . . . = pn = 0) deterministidistribution.b [5℄: Show that the uniform distribution has the largest entropy.Question 14 [16 points℄ Lagrange multipliers, ontinuous random variables [Grad only℄The entropy of a ontinuous distribution with density funtion f is de�ned by H(f) = −
∫

f(x) log f(x) dx.Let X be a random variable with density f .a [8℄: Prove that if Ef [X] = 0 and Ef [X
2] = σ2, then the Gaussian distribution N(0, σ2)has the maximal entropy.[Hint: Use Lagrange multipliers, and ∂

∂f(y)

∫

r(x)f(x) dx = r(y) when r(.) is not related to
f(.). (Note ∂

∂f(y)

∫

f(x) log(f(x)) dx = log(f(y)) + 1.) http: // en. wikipedia. org/ wiki/Funtional_ derivativeAlso, if a density has the form �a exp((x − b)2/2c2)� for any real onstants a, b and c, then it mustbe the density of the normal distribution. ℄b [8℄: Prove that if support(f) = [0,∞], and E[X] = µ, then the exponential distribution(f(x) = 1
µ

exp(−x
µ
)) has the largest entropy.[Hint: For support, see http: // en. wikipedia. org/ wiki/ Support_ ( mathematis) ℄Question 15 [30 points℄ SVM, Quadrati Approximation, Dual form, Lagrange multipliers[Grad only℄Given the following primal �quadrati version� of the soft SVM lassi�ation problem:

min
1

2
‖w‖2 + C

m
∑

i=1

ξ2
isubjet to

yi〈xi, w〉 ≥ 1 − ξ, (i = 1, . . . , m)

ξ ≥ 0, (i = 1, . . . , m)What are the dual equations?


