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ABSTRACT
Segmenting audio streams in a signi�cant manner and clus-
tering sound segments objectively, is a signi�cant challenge
due to the nature of audio data. This paper presents some
preliminary work on clustering sound segments based on fre-
quency and harmonic characteristics. New metrics for com-
paring the similarity of sound segments are also devised.
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1. INTRODUCTION
Multimedia systems play an increasingly important role in
our daily lives. Access to media through the Internet, and
by a growing number of electronic media recording and play-
back devices, is in
uencing and changing our lives in a pro-
found way. Navigating through the vast amounts of multi-
media data being generated is becoming an overwhelming
problem. Although automated techniques for accessing elec-
tronic media are being developed, the science is still in an
embryonic stage. In the area of audio-data, there has been
promising early research focusing on supervised learning tech-
niques. The authors argue that unsupervised techniques
are required to handle real world retrieval situations. The
research presented investigates a clustering technique that
provides an automated classi�cation scheme for short sound
samples. Recognition of short samples can be combined with
well-known pattern recognition algorithms to provide a vi-
able sound retrieval system. The research could be applied
to synthetising speech and sound, automatic text to speech
conversion and sound compression.

General sound recognition is a diÆcult problem requiring
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the division of samples into small recognizable sound seg-
ments that can be combined to recognize complex sound pat-
terns. Sounds are composed of signals at multiple frequen-
cies that can be graphed on a Time-Frequency Distribution
graph (TFD). Real world objects vibrate with characteris-
tic vibrations and thus produce sound waves with charac-
teristic harmonics that allow people and systems to perform
sound recognition. A harmonic is a component frequency
of a complex wave that is an integral multiple of the funda-
mental frequency. A sound segment is analyzed by observing
the frequency amplitude pattern that occurs in the segment.
Standard pattern recognition techniques can be used to rec-
ognize a frequency amplitude pattern including, neural nets,
belief nets, decision trees, distance metrics, etc.

The diÆculty in analyzing compound sounds lies in the
problem of dividing a compound sound into recognizable
segments and classifying these segments. Consider the speech
recognition problem. Speech can be viewed as a sequence
of sound segments that can be recognized individually and
therefore combined into compound segments representing
phonemes and words. Other real-world sounds can be treated
in a similar way. For example, consider the sounds of a dog
barking or a child crying. Both represent sounds that can be
described by collections of individually recognizable sound
segments.

The �rst task of classi�cation is to decide upon a classi-
�cation scheme. With sounds, this is diÆcult because of
the large number of variations possible for any given sound
segment. Our hypothesis is that clustering techniques can
be used to classify sound segments in an unsupervised way.
This hypothesis is based on the observation that sound sam-
ples are composed of recurring sound segments and that the
characteristics of these segments can be determined by clus-
tering segments that seem similar. The segments within
each cluster can be analyzed to determine each cluster's rep-
resentative feature set.

The remainder of the paper is organized as follows. In Sec-
tion 2, we introduce some related work to audio analysis. In
Section 3, We present the methodology adopted for cluster-
ing sound segments. A similarity metric for clustering sound
is presented in Section 4. Section 5 describes some prelim-
inary experiments on frequency-based and harmonic-based
clustering. Finally, we conclude our study and give some
pointers to future work in Section 6.



2. RELATED WORK
Audio retrieval techniques are generally classi�ed as content-
based or browser-based [13]. Content-based retrieval allows
the search through audio for a segment using some pre-
de�ned criteria. Browsing allows a user to scan through
audio based on some navigational parameters. Both meth-
ods require some kind of labeling of audio data that can be
used in the search process. Audio analysis to support search-
ing can vary with respect to the semantic nature of the data.
Search tasks can be semantically simple such as \Find the
next location of 1 second of silence." Search tasks can also
be semantically diÆcult, such as \Find all occurrences of the
word `the'." Some techniques being used to index sounds use
a generated feature vector as an index [12]. Some systems
can analyze temporal patterns [6]. The main diÆculty of
currently researched techniques stems from the inability to
detect \in-context" high-level semantics of sound. Recent
research that uses cognitive models[13] appears promising
but is limited by the small number of classi�cations used to
segment sounds. No attempt is made to discover high-level
structure in sound in an automated way. Research in [10]
explores a broader range of sound classes but also does not
attempt to deal with complex structure. Instead, heuristics
are used to detect features within sound that can be used
to classify sounds in some pre-determined way.

Most research in advanced audio processing has been per-
formed in the context of speech recognition. However, the
techniques used are �nely tuned toward extracting human
speech patterns and detecting pre-determined natural lan-
guage structures. We are examining a technique that is able
to automatically determine the features and the structure of
sounds suitable for general recognition and audio retrieval.

3. METHODOLOGY
The real world is composed of objects that generate sounds
that vary in pitch and volume. Pitch refers to the funda-
mental frequency of a wave. Volume refers to the overall
energy of a wave. In some cases, pitch and volume convey
important information that must be incorporated into the
recognition process. Recognizing a song, for example, re-
quires attention to pitch and volume. However, for sounds
like parts of speech, recognition requires a mechanism that
analyzes sounds in terms of harmonic components. The pro-
cess of harmonic feature extraction involves several steps.
First, convert the signal from the time domain to the fre-
quency domain using the Fast Fourier Transform (FFT) [2].
This is a standard technique used in all sound recognition
algorithms. Second, extract a small sample of points that
represent local peaks. This allows the selection of features
that are important to the recognition of a segment. Third,
normalize the sample by choosing the largest sample value
and setting it to a value of 1 and scale the other sample
values relative to the maximum. This step provides volume
independence for the sample. The resulting set of values rep-
resents a harmonic feature set that can be used to identify
the original sample independent of the volume or pitch.

The kinds of clusters that are found in a signal will depend
on the similarity technique used to compare segments. Simi-
larity clustering that is based on harmonics will cluster parts
of speech in a way that does not depend on pitch. The reason
for this is that the relative strength of the frequencies in a

signal are relative to the harmonic characteristics of a vibrat-
ing object and tend to be independent of pitch. Consider a
person making the sound `oh' with a low pitch versus a high
pitch. The harmonic characteristics in both cases will be vir-
tually identical although the frequency composition will be
completely di�erent. Similarity clustering using frequencies
will cluster sounds that are similar in pitch regardless of the
harmonics. Consider the sound `oh' versus `ee' at the same
pitch. Both of these sounds will have closely matched fre-
quencies at a given pitch and will thus be indistinguishable
based on a frequency by frequency comparison.

A further consideration in sound analysis is the length of
time of a sample segment. Shorter segments are more use-
ful in describing complex sounds such as speech. FFTs over
shorter segments, however, are less accurate. There is an
ideal length for a variety of sound types and optimal length
may even vary within a sound sample. Tests regarding tim-
ing are not reported in this paper but the toolkit that was
developed allows for timing variations. All of our tests were
performed using 1/10th-second time segments. The test-
ing software we developed is able to handle arbitrary time
segments, however, 1/10th-second intervals seemed to pro-
duce the best results. A future paper will report results on
varying time segments.

3.1 Clustering Sound Samples
To investigate sound sample clustering, a test system was
developed whereby a tester could easily record sounds and
apply a clustering algorithm to the sample. Two techniques
for comparing sound samples were investigated. One tech-
nique was devised to compare two samples on a frequency
by frequency basis. Another technique was devised which
allows the comparison of harmonic characteristics. A se-
ries of tests were performed to determine the e�ectiveness
of the comparison algorithms and their capability for correct
clustering. The test bed devised uses a graphical technique
for examining the samples and the cluster constituent. A
variant of the ROCK clustering algorithm[5] was chosen to
cluster sound segments.

Although further investigation using other clustering tech-
niques is required, the ROCK algorithm has some essential
features that make it an attractive technique for cluster-
ing sound. ROCK does not merely classify items based on
similarity alone. Rather, ROCK considers the number of
neighbours that appear to be similar to an item a more im-
portant clustering metric than the degree of item similarity.
Initially all items under consideration by the algorithm are
treated as belonging to separate clusters. Based on a simi-
larity \threshold" value, each \cluster" is assigned a list of
neighbour clusters that seem similar. The two clusters that
seem to share the most neighbours are combined into a sin-
gle cluster. A repeated evaluation of all clusters is made,
combining clusters that share the most neighbours, until a
desired number of clusters is achieved or until all discovered
clusters have no neighbours. Classi�cation is made of new
elements by counting the number of elements within a clus-
ter that are similar to the new element and choosing the
cluster with the largest neighbour count scaled relative to
overall size of each cluster.



3.2 The Threshold Phase Transition Problem
Unfortunately, the ROCK algorithm is very sensitive to the
value of the threshold. Above a particular value, clustering
is poor and recognition is not very e�ective; most points
are classi�ed as disconnected. Below a certain threshold,
clustering is also poor and recognition is not e�ective since
most points are classi�ed as neighbours. To alleviate these
problems, reduced sensitivity to thresholds is required both
in clustering and in later classi�cation.

3.2.1 Trimming
To reduce the sensitivity of ROCK to the threshold value,
\trimming" reduces the number of allowed neighbours. This
allows for a varying value in the threshold while maintaining
a reasonable number of neighbours to cluster. A neighbour-
ing pair of clusters is any two clusters that share suÆcient
neighbour links that allow the classi�cation of both clusters
into a single cluster. The neighbour vector for any cluster is
ordered according to link counts. The trimming algorithm
works by eliminating neighbours from the most linked clus-
ter until pre-determined maximum number of neighbours is
achieved. It is important when doing this trimming that
neighbours are trimmed in pairs. Without this reciprocal
trimming, the rest of the ROCK algorithm will get \out-of-
sync" and the algorithm performance will deteriorate. The
ROCK algorithm requires all neighbour activity to work in
pairs: one action for the link \to" node and a corresponding
action for the link \from" node. Therefore, when trimming,
for each neighbour that is eliminated from a cluster's neigh-
bour list, the reciprocal entry in the corresponding cluster's
neighbour list must also be eliminated. An assumption that
was made in choosing the trimming value was to assume
that each cluster was relatively similar in size; no cluster
was signi�cantly larger than all others. This implies that
a good cluster trimming value is approximately the average
cluster size. In our case we chose a trimming value calcu-
lated using the sample size divided by the desired cluster
count.

3.2.2 Threshold Searching
Once the clustering algorithm has completed, the �nal phase
of operation is the assignment of items to clusters. Certain
threshold values will cause many items to be unclassi�able.
In some cases, this might be acceptable, however, in cases
where a classi�cation is required, an alteration to the sug-
gested classi�cation technique is necessary. Consider, for
example, the sounds `aw', `oh', `ee', `ay' and `eh'. Suppose
we are looking for �ve clusters. Below a certain similarity
threshold, ROCK would likely classify new sounds, which
were not in the original clustering, as belonging to none of
these categories. Above a certain threshold, new sounds that
are similar will all be placed in the �rst category.

The solution is to search for a useful threshold during each
assignment. The threshold value must start low. Each clus-
ter is checked for neighbour counts using a low threshold.
If an insuÆcient assignment is made, the threshold value is
increased until a similarity count for one of the clusters is
above a certain value. To employ threshold searching our
modi�cation to the ROCK classi�cation algorithm wraps
the original ROCK classi�cation routine with a threshold
searching loop. Through each iteration, the threshold is
multiplied by 0.9. Our algorithm searched for at least one

neighbor link between the sample and one of the cluster
samples. Note that the implication here is that the \search-
ing" is not done manually. In fact the \searching" is done
automatically within the classi�cation loop.

4. SIMILARITY METRICS FOR
CLUSTERING

4.1 Sound Sample Comparison
Sound sample analysis begins with the transformation of
a sound segment into the frequency domain using a Fourier
Transform. The result of the transform is a series of complex
numbers representing the frequency components of the sam-
ple. Using an intensity function, each frequency component
can be converted into a real number. This set of frequency
intensity values for a sound segment can be analyzed, and
can be transformed further into a set of characteristics rep-
resenting the sound. In order to use the ROCK algorithm,
a similarity metric was devised which distinguishes between
sound samples. The similarity metric used in ROCK clus-
tering must produce a value from 0 to 1: 0 indicating no
match, whereas 1 indicates an exact match. The euclidean
distance is often used as a similarity metric in clustering.
However, another metric that produces similar results is a
calculation S that sums up relative ratios. In this case, given
two signals composed of frequency vectors X and Y, S can
be calculated as follows:

S =

P
i

min(xi;yi)

max(xi;yi)

d
(1)

where d represents the dimensionality of the data. The value
d varies and is calculated using a counter. Pairs, which had
values below a certain threshold, were discarded from the
calculation. This was necessary since large numbers of low
values do not contribute to the analysis.

4.2 Harmonic Filter Based Similarity Metric
To compare harmonics, a metric is desired that is indepen-
dent from pitch or volume. To provide this comparison, a
harmonic component vector is calculated which is comprised
of the harmonics of a sample. Natural sounds other than
noise consist of a number of harmonic frequencies above a
base frequency. By comparing the intensities of the harmon-
ics, one sound can be distinguished from another. Similar
to the Frequency Based Metric, the Harmonic Based Met-
ric uses the same metric as S in (1) where d represents the
dimensionality of the data. The value d is calculated by
adding up all pairs of harmonics where both x and y are
above a given cuto�. Each x and y value represents a har-
monic pair. The harmonics are ordered such that the �rst
harmonic of sound x is compared with the �rst harmonic of
sound y, etc. Harmonics are found by scanning the FFT of
a sample and looking for peaks.

4.3 Calculating Harmonics
To calculate the harmonic intensities the following algorithm
was deployed using the FFT sample:

1. Look for a value that is a maximum.



Figure 1: FFT of the recording used in a frequency

clustering test.

2. For each successive value determine if the values are
declining.

3. If values decline for two simultaneous measurements,
record the last maximum and reset it to zero.

5. PRELIMINARY EXPERIMENTS
The test system was built using Microsoft Visual C++ 6.0
and Developer Studio. The recording code, Fourier trans-
form code and the code that draws the frequency histograms
was originally developed by a company called Relisoft Inc.
based in Seattle. The code was modi�ed to add: the ROCK
algorithm, buttons to control sampling and clustering, and
extensions to the draw code to allow for the drawing of clus-
ter contents and frequency histograms with harmonic indi-
cators.

The following tests were performed using frequency cluster-
ing and harmonic clustering. The �rst test involved whistling
three distinct notes and searching for frequency clusters.
The second involved recording the long vowel sounds \A"
\E" and \U" and performing harmonic clustering.

In Figure 1 the FFT of the recording used in a frequency
clustering test is displayed. The vertical axis indicates fre-
quency. The horizontal axis is time. The tests performed
called for 5 clusters from 50 samples. Using a theta value of
0.5, a cuto� of 0.4 and trimming each initial cluster to 10
neighbours, the results obtained are displayed in Figure 2.
Figure 3 displays the results of the segment assigment for the
entire original frequency test sample using the classi�cation
scheme derived from the frequency clustering results.

In Figure 4 the FFT of the recording used in a harmonic
component clustering test is displayed. The tests performed
also called for 5 clusters from 50 samples. Using a theta
value of 0.25, a cuto� of 0.1 and without trimming, the
results obtained are displayed in Figure 5. The divisions be-
tween phonemes can be visually distinguished by the varia-

Figure 2: Clusters of frequency-based segment sam-

ples from original audio source.

Figure 3: Frequency-based cluster assignments.



Figure 4: FFT of the recording used in a harmonic

clustering test.

Figure 5: Clusters of harmonic-based segment sam-

ples from original audio source.

Figure 6: Harmonic-based cluster assignments.

Figure 7: Example of histogram graph.

Figure 8: Histograms for the sounds \Aaa", \Ooo",

\Eee".

tion in harmonic components. Figure 6 displays the results
of the segment assignment for the entire original harmonic
test sample using the classi�cation scheme derived from the
harmonic clustering results.

The test illustrated above was clearly very successful in that
the clustering technique was able to precisely delineate the
3 vowel sounds.

Figure 7 is an example of the histogram graph. The white
lines are used to indicate the locations of peaks. These peak
values are used in the harmonic similarity equation.

The graphics in Figure 8 show the frequency histograms for
the phrases \Aaa", \Ooo" and \Eee". The white spikes
indicate peaks. The vertical axis indicates power. The hor-
izontal axis is frequency.

Although a large number of tests were done using speech,
the results reported here represent a small sample of those
tests. A later paper will report on these tests and other tests
using various kinds of sounds. The similarity technique that
we are currently experimenting with does not deal very well
with noise. Further work is required to allow noises to be
included in the similarity metrics.

6. CONCLUSIONS AND FUTURE WORK
The ROCK algorithm is a very processing intensive tech-
nique for clustering. However, the algorithm is very intu-
itive and is general enough to apply to many di�erent kinds
of clustering problems. One major problem with ROCK is
its sensitivity to the threshold value. The correct value to
use is determined by the nature of the data and the nature
of the similarity metric. To alleviate this problem we intro-
duced the notion of \trimming" and the notion of threshold
\searching". These techniques greatly reduced the sensitiv-
ity of the algorithm to the threshold value. Further research
is required to determine if these techniques can be applied
to broader problem sets. We were also able to determine



that sound clustering is a viable technique for unsupervised
classi�cation of sounds.

Further work will focus on comparing ROCK to other clus-
tering algorithms in the contexct of sound[14, 9, 3, 4, 7, 8,
11]. Other similarity metrics should be investigated includ-
ing neural nets, decision trees and other pattern recogni-
tion algorithms. Additional similarity metrics are required
to classify noise and inter-segment transitions [1]. Finally,
clustering techniques that combine segments into complex
groupings are required to classify higher order sounds. This
would require multiple clustering passes that cluster groups
corresponding to sound patterns such as rhythms, melodies
or speech.

Further research will also investigate classi�cation techniques
that will allow segments to belong to multiple clusters. This
can be achieved by applying a \fuzzy" similarity threshold
value during classi�cation in contrast to the current classi-
�cation technique which is binary.
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