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1University of Alberta, Alberta Machine Intelligence Institute,
Canada.

Contributing authors: sultana2@ualberta.ca; zaiane@ualberta.ca;

Abstract

Recognizing dialog acts of users is an essential component in build-
ing successful conversational agents. In this work, we propose a
dialog act (DA) classifier for two of our open domain dialog sys-
tems. For this, we first build a hierarchical taxonomy of 8 DAs
suitable for classifying user utterances in open-domain setting. Next,
we curate a high-quality, multi-domain dataset with over 24k user
dialogs and annotate it with our 8 DAs. Next, we fine-tune our
pretrained BERT-based DA classifier on this dataset. Through exten-
sive experimentation, we show that our proposed model not only
outperforms the baseline SVM classifier by achieving state-of-the-art
accuracy but also generalizes extremely well on previously unseen data.

Keywords: Dialog Acts, Speech Act Recognition, Natural Language
Processing

1 Introduction

Human beings are inherently social. Through frequent conversations, we con-
vey our intentions, thoughts and opinions to our peers. Naturally, we grow
accustomed to the everyday sentences we utter and the dialog acts we per-
form. In natural language understanding, a dialog act (DA) is an utterance
in the context of a conversational dialog that serves a precise function in the
dialog (or sometimes more than one) [1]. It can be a question, a statement or
a request for action. Effective communication relies on recognizing the differ-
ent DAs and responding accordingly. For example: someone asking a question
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expects an answer as a response whereas someone giving an order expects its
execution or acknowledgment of its execution.

Dialog systems have long been researched in the field of AI dating back
to 1966 with the advent of Eliza, a chatbot [2]. Although intended to be a
mere caricature of human conversation, users were soon treating ELIZA like
a companion- confiding their most intimate thoughts. Nowadays, with the
advancement in AI, chatbots are being used as virtual assistants in different
fields to enhance productivity and reduce service costs. Recent studies have
found that users often consider chatbots as friendly companions and not just
mere assistants. In fact, over 40% of user requests received by customer service
chatbots on social media have been observed to be emotional than informative
[3]. How much trust a chatbot gains from its users depends on how human-
like the chatbot is, i.e, how well it can handle natural language. As a result,
recognizing the DA of users to generate better response has become an integral
component in chatbots. Dialog systems usually include a taxonomy of dialog
types or tags that are used to classify the different functions DAs can play.
Depending on the task or domain in question, user intents vary and so do the
proposed DA tag-sets. For example, to facilitate the development of dialog
systems for mental-health counselling, Malhotra et al. [4] proposed a dataset
called HOPE which consists of 12.9K patient-therapist utterances annotated
with 12 dialog-act labels related to therapy. They also proposed a transformer
based DA classifier which achieves state-of-the-art (SOTA) performance on
HOPE.

With the aim of improving open-domain conversational agents, our work
focuses on DA classification of users. We speculate that a dialog system can
generate better responses through proper identification of user dialog acts.
For this, we first identified the relevant dialog acts for our existing chatbots-
MIRA[5] and ANA[6]. We then curated a corresponding high-quality, multi-
domain dataset of ∼24k utterances belonging to one of our 8 proposed DAs-
Statement, Factual Question, Yes/No Question, Direct Order, Indirect Order,
Greeting, Feedback, Apology. Structuring this as a multi-class classification
problem, we propose a pretrained BERT-base model as our DA classifier. Upon
fine-tuning it on our curated dataset, the model achieves SOTA accuracy;
outperforming the baseline SVM classifier by 3%. Our proposed DA classifier
is also robust and generalizes well on never-before-seen dataset. In summary,
the key contributions of our work are as follows:

1. We propose a hierarchical taxonomy consisting of 8 DAs suitable for open-
domain conversational agents

2. We curate a high-quality, large-scale dataset of ∼24k user utterances from
multiple domains and rich data sources

3. We propose a fine-tuned BERT-based model for DA classification which not
only achieves SOTA performance on our dataset but also generalizes well
on unseen data
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The remainder of this paper is structured as follows: We present a sum-
mary of the related works in Sect. 2. We describe our proposed DA taxonomy
in Sect. 3 and provide details on our data collection process. In Sect. 4, we
present the architecture of our DA classifier and summarize the results of our
comprehensive evaluation. Finally, we conclude our work in Sect. 6.

2 Related Works

Building conversational AI is a long-standing challenge in NLP. Human con-
versations are inherently complex and ambiguous. Training a dialog system
that understands the semantic and syntactic nuances and generates natural
and engaging response is difficult to achieve. However, recent works have shown
the promise of combining dialog acts for neural response generation [7]. DAs
can help conversational agents by providing a representation of the underlying
meaning of a user’s utterance.

In order to drive the research on building better dialog systems, a number of
conversational corpora have been released in the past. The Switchboard Dialog
Act Corpus (SwDA) [8] and the ICSI Meeting Recorder Dialog Act (MRDA)
Corpus [9] are widely used to train dialog systems in open-domain setting.
They consist of human-human utterances that are hand-labelled with over 40
dialog acts like Statement-non-opinion, Statement-opinion, Appreciation, Yes-
No-Question, Wh-Question, Open-Question, Apology and so on. Authors like
Colombo et al. [10] leveraged a sequence-to-sequence model and achieved an
accuracy of 85% on SWDA, and SOTA accuracy of 91.6% on MRDA. Like-
wise, Li et al. [11] proposed a dual-attention hierarchical RNN with a CRF as
their DA classifier. The model reached an accuracy of 92.2% on MRDA and
SOTA accuracy of 82.3% on SWDA. On the other hand, Raheja et al. [12]
proposed a DA classifier which can learn richer, more effective utterance rep-
resentations with the help of self-attention and achieve an accuracy of 82.9%
on SWDA and 91.1% on MRDA. More recently, to explicitly model the inter-
action between DA recognition and sentiment classification, Qin et al. [13]
utilized co-interactive relation networks. Their classifier produced significant
results for both tasks and even achieved performance boost after incorporat-
ing BERT [14]. Likewise, Saha et al. [15] jointly learnt dialog-act classification
and emotion recognition tasks in a multi-modal setup.

Researchers have also looked into building DA classifiers for specific
domains. To develop better learning environments and virtual mentors, Gau-
tam et al.[16] proposed 8 unique dialog-act labels to classify their dataset
consisting of student-mentor conversations in Nephrotex, a virtual internship.
They also explored several machine learning methods to categorize the DAs
and achieved promising results. Quinn et. al. [6] looked into improving their
chatbot, ANA, by proposing 3 DAs: Declarative, Interrogative, and Impera-
tive because they fit into ANA’s definition of a potential user utterance. They
used an SVM model as their DA classifier and achieved 72% accuracy on
the dataset. Zhang et al. [17] proposed classifying Tweets into 5 user acts-
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Statement, Question, Suggestion, Comment and Miscellaneous. Using a set of
word-based and character-based features, their model achieved an average F1
score of nearly 0.70 on their dataset. Noticing how differently humans interact
with other humans vs with machine, Yu et al. [18] proposed a DA annota-
tion scheme called MIDAS based on human-machine conversations in open
domain setting. The authors also collected and annotated 24k segmented sen-
tences using MIDAS and deployed transfer learning to train a multi-label DA
prediction model on it which achieved an F1-Score of 0.79.

Like the previous works, our paper aims towards building open-ended con-
versational agents that respond naturally by accurate detection of user DA. In
particular, we focus on building a DA classifier that is applicable for our pre-
existing text-based chatbots- ANA and MIRA. Apart from answering questions
and sending reminders, Automated Nursing Agent or ANA aims to have a flu-
ent and personalized conversation with the elderlies [6]. On the other hand,
MIRA is a Mental Health Virtual Assistant which provides mental health
resources to health care workers and their families [5]. It also has a module
called ’Chatty MIRA’ which allows users to have open-ended conversations
with the chatbot. Given the difference in domain and task intents, our goal is
to propose a common DA schema and its corresponding classifier. The next
section gives a detailed explanation on how our DA tag-set was chosen.

3 Proposed Dialog Act Taxonomy

Although we had initially planned on curating a larger dataset using Quinn
et al.’s [6] proposed dialog acts (Imperative, Declarative, Interrogative), we
soon realised that their DA tag-set was too general and failed to capture
multiple cases that require different response from the chatbot. For example:
’Can penguins fly?’ and ’What is the name of our galaxy?’ are both questions.
However, the first one expects a yes/no answer whereas the second one expects
a factual answer. To generate better responses, our chatbots need to learn
how to distinguish between the two. After looking into the related works and
having iterative discussions with two of our psychology students, we selected
the following 8 DAs that adequately capture the intentions of our users. For a
better understanding, Table 1 provides examples of each of the DAs categorized
into a hierarchy.

1. Apology: Includes sentences through which the user expresses apology.
2. Greeting: Includes sentences through which the user greets the chatbot

either at the beginning or towards the end of a session.
3. Informative: Includes queries asked by the user with the intention of gaining

some information. Depending on the type of response, questions can broadly
be of 2 types:

(a) Yes/No: Includes close-ended queries that can be sufficiently answered
with a simple yes or no.

(b) Factual: Includes open-ended queries that seek fact-based answers. A
majority of these questions are WH-questions but utterances like ’Name
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Table 1: Selected dialog acts with examples

Dialog Act Sub Category Example
Apology Sorry about that!

My bad.
Greeting Hey, how are you?

Bye, see you soon!
Informative Yes/No Is it possible to treat ADHD?

Factual What year did Bangladesh achieve their independence?
Name the best therapist in my area.

Directive Direct Order Show me the list of hospitals nearby.
Indirect Order I need help with managing anxiety.

Can you turn on the music please?
Statement I am being bullied at school lately.

I like spending time with my family.
Feedback This is exactly what I was looking for! Thanks.

This is not what I wanted. You suck!

the highest rated therapist in my area’ are also included here due to the
similarity in user intent.

4. Directive: Includes orders given by the user to the chatbot for accomplishing
a task. This again can be of two types:

(a) Direct Order: Includes straightforward orders that are easy to detect,
understand and carry out.

(b) Indirect Order: Includes utterances that indirectly expect or request
some type of action. These are a bit difficult to comprehend and might
require the chatbot to first make an assumption and then prompt for a
confirmation before execution. For example: ’I need help with managing
anxiety’ or ’Can you help me manage my anxiety?’ can be interpreted
as ’Show me resources for managing anxiety’.

5. Statement: Includes user utterances that do not request for an action or
information. Rather, these are dialogs through which the user casually
converses with the chatbot. By analyzing the emotion behind these utter-
ances, the chatbot can either choose to give a sympathetic response or ask
follow-up questions.

6. Feedback: Includes feedback from the user once the chatbot accomplishes
a task e.g. carries out an order or answers a question. Feedback can be
positive (when the chatbot is successful) or negative (when the chatbot is
unsuccessful). By detecting the sentiment behind it, the chatbot can either
thank the user or apologize and/or attempt the task again.

3.1 Data Sources

Once the DA taxonomy was decided upon, we moved onto curating the cor-
responding dataset. To make our chatbots can easily recognize user intents,
we intended to include user utterances our conversational agents are likely to
encounter. Moreover, since our goal is to build an open-domain DA classifier
applicable to both of our chatbots, we want our training dataset to be versa-
tile. For this, we included examples not only from mental health (for MIRA)
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Table 2: Overview of our proposed training and test dataset

Dialog Act Sub Category Train Examples Test Examples % Distribution
Informative Yes/No 3385 847 17.31

Factual 3697 924 18.89
Directive Direct Orders 3125 781 15.97

Indirect Orders 5400 1349 27.60
Statement 3250 812 16.61
Greeting 239 60 1.22
Feedback 392 98 2
Apology 73 18 0.4

and popular chatbot commands (for ANA), but also from common domains
like banking, air lines, product reviews and so on. We expect the mix of mul-
tiple data sources to add variation in sentence structure and make the dataset
more diverse. For this, we first looked at some of the popular datasets that
has a few dialog-act tags that are similar to ours. As for the rest, we scraped
various websites and forums using simple rules. It is to be noted that, dur-
ing data collection, we decided to include only those examples that followed
our definition of each of the DAs. Moreover, to avoid dominance of a particu-
lar domain or type of sentence, we decided not to include too many examples
from a single source. Below, we give a brief overview of the data sources we
had used for each DA:

1. Informative: We used popular question-answering datasets and mental
health FAQ websites.

(a) Yes/No Question: BoolQ [19], SNIPS [20]
(b) Factual Question: SNIPS[20], SQUAD [21]

2. Directive: We used task-completion dialog intent datasets to collect Direct
and Indirect Orders. Simple extraction rules were used to distinguish
between the two. Datasets include Taskmaster [22], SNIPS [20], ATIS [23]
and ACID [24] to name a few.

3. Statement: We mostly used the dataset shared by a mental health forum
called ’Counsel-Chat’ which consists of anonymous user posts related to
mental health. We also included some examples from Wiki-Article, IMDB
Movie Review and Amazon Product Review datasets.

4. Feedback, Apology and Greeting: We scraped a few basic English learning
websites to extract positive and negative appraisals, apologies and greetings.

Table 2 shows how the examples are distributed per class. Among the 8
dialog acts, Apology, Greeting and Feedback are our minority classes. Due to
the lack of variation in the ways users greet, apologize and provide feedback
in real life, these 3 classes have a small number of examples in comparison. In
total, our dataset has 24450 examples. We split it into two in order to create
a train and a test dataset. The split was done in a way to include 25% of
the examples of each class into the test dataset in order to offset the class
imbalance. Given that we used high-quality datasets as source, our curated
dataset is also refined, with little to no mislabelling.
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4 Proposed Dialog Act Classifier

Now, we will discuss in depth the architecture of our proposed DA classifier
and report the results obtained through extensive experimentation. We further
analyze the results and provide our inference.

4.1 Experimental Setup

Given the success rate of BERT in achieving SOTA result in multiple NLP
tasks [25], our proposed DA classifier is a pretrained BERT-based model.
BERT, which stands for Bidirectional Encoder Representations from Trans-
formers is based on the transformer architecture that uses bidirectional
training to have a deeper sense of language context. Moreover, because BERT
was trained on a huge corpus, it can easily be fine-tuned on a new dataset
and achieve great results. For the task of DA classification, we first convert
our labels into categorical data. Next, we load the pretrained ’bert-base-cased’
model from Tensorflow and fine-tune it on our training dataset. Next, we use
the corresponding tokenizer with the maximum length set to 70. The BERT
layers accept 3 input arrays but since ’tokenTypeIds’ is necessary only for the
question-answering model, we work with 2 input layers-’inputIds’ and ’atten-
tionMask’. We use also ’GlobalMaxPooling1D’ and then a dense layer to build
the CNN layers using hidden states of BERT. These CNN layers yield the out-
put. We use the Adam optimizer with a learning rate of 5e-05, a decay of 0.01
and ’CategoricalCrossentropy’ as loss. Once training is completed in 3 epochs,
we calculate its accuracy on the test data.

To compare the performance of our DA classifier against a baseline, we
use an SVM model. Support Vector Machine or SVM is a popular supervised
learning algorithm that works by creating a decision boundary that best seg-
regates an n-dimensional space into distinct classes. SVM is suitable for text
categorization task as they can efficiently handle high dimensional input space,
few irrelevant features and sparse document vectors [26]. Moreover, since text
categorization problems are mostly linearly separable, SVM is the perfect can-
didate. They are very light-weight and are much faster to train than large
language models. Given their benefits, a number of authors have successfully
used SVMs for text classification tasks [6, 27–29]. We use LinearSVC as our
baseline which is similar to SVC with the parameter kernel=’linear’, but pro-
vides more flexibility in the choice of penalties and loss functions in Scikit-learn
[30]. As for converting the text files into numerical feature vectors, we use the
Bag-of-Words (BoW) technique (CountVectorizer) and later run the TF-IDF
technique (TfidfTransformer) over the features generated by BoW. Lastly, we
train the baseline on our proposed dataset and evaluate it on our test dataset.

4.2 Performance Evaluation

From Table 3, it is evident that both the baseline and our DA classifier perform
well on our proposed dataset. SVM yields an accuracy of 96% and BERT
outperforms SVM by 3% by achieving an accuracy of 99%. One of the reasons
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Table 3: Comparison of performance between the baseline (SVM) and our
proposed classifier (BERT) on our proposed dataset

Model Accuracy Precision Recall F1-Score
SVM 0.96 0.96 0.94 0.95
BERT 0.99 0.99 0.99 0.99

for such high accuracy rates might be because of the stark differences in the
structure of sentences for each of the dialog acts. For further analysis of the
wrongly predicted examples, we take a look at the confusion matrices in Figure
1 where the y-axis shows the true labels of the examples and the x-axis shows
the predicted labels.

For majority classes (∼3771 examples/label) like Directive Direct Order
(DD), Question Factual (QF) and Directive Indirect Order (DI), SVM achieves
individual accuracies of 96%, 98% and 99% with only a very few instances
of misclassification. The accuracy, however, is comparatively low for other
majority classes like Statement (S) and Question Yes/No (QYN) (92%). Upon
further analysis, we see that 8% of Feedback (F) are misclassified as State-
ment. For example: ’This works well ’ and ’I’m glad you are my friend’ are
all Feedback but are wrongly predicted as Statement. This makes sense given
the similarity in sentence structure for both of these classes. In case of Yes/No
Question, the low accuracy rate comes from misclassifying a large number of
Statement (4%) and Feedback (2%). For example: ’My issue is that there is
always drama’ and ’It is good’ were wrongly predicted as Yes/No Question.
Possible reason for this might be the presence of the helping verb ’is’ towards
the beginning of the sentence which is similar to the structure of a Yes/No
Question (’Is it cold in here?’). The baseline model fails to learn the difference
in these cases. As for the minority classes, although SVM scores a high accu-
racy for Apology (A) class, it struggles to detect Greeting (88%) and Feedback
(87%) in comparison. Possible reason for this might be because the training
data is not enough for the baseline to learn specific patterns to recognize them.
Future work might look into using rules to detect these minority classes instead
and compare the performance.

Now, we take a look at our fine-tuned pretrained BERT-based model.
Unlike SVM, it does a very good job at achieving 99% accuracy for all seven
of the eight classes. The Feedback class, however, has a slightly low accuracy
rate (96%) for misclassifying some of the examples as Statement. Given the
similarities shared by the examples of these two classes, it makes sense why
the misclassification happened. On the bright side, it is important to mention
that unlike the baseline, our BERT-based model does not struggle with accu-
rately predicting Yes/No Question, Greeting or Statement. Thus, our proposed
DA classifier not only outperforms the baseline model but also achieves SOTA
result on our high-quality dataset.
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(a) SVM

(b) BERT

Fig. 1: Confusion matrices of the baseline (SVM) and our proposed classifier
(BERT) on our proposed dataset

4.3 Generalizability of Model

The generalizability (or robustness) of a model is a measure of its successful
application to datasets other than the one used for training and testing. To
compare and evaluate the generalizability of the baseline and our proposed
DA classifier, we decided to create a new dataset called ’generalized dataset’.
The plan was to find a data source that was never used for curating our
original train and test data and then manually label it with our proposed tax-
onomy of 8 DAs. We chose the DialogSum dataset [31] for this purpose. It
is a large-scale dialog summarization dataset consisting of ∼13k dialogs from



Springer Nature 2023 LATEX template

10 Exploring Dialog Act Recognition

3 public dialog corpora, namely Dailydialog [32], DREAM [33] and MuTual
[34], as well as an English speaking practice website. The dataset contains
face-to-face high quality spoken dialogs from a wide range of daily-life topics
including schooling, work, medication, travel and so on. Most of the conversa-
tions take place between friends, colleagues, and between service providers and
customers. This, however, is an issue for us because we trained our model on
a dataset that has conversations a user is more likely to have with a chatbot-
not a person. We mitigated this by only including dialogs a user is more likely
to have with a chatbot. For example: sentences like ’Zach, what’s that on your
arm?’, ’Here, let me help you with your coat and we’ll be on our way’ were
avoided. Moreover, given how large the DialogSum dataset is, we only chose a
few samples for each DA manually. In the end, the curated generalized dataset
consisted of 8 Apology, 9 Greeting, 9 Feedback, 30 Indirect Order, 36 Direct
Order, 43 Factual Question, 45 Yes/No Question and 47 Statement.

Now we evaluate the performance of the baseline and our proposed DA
classifier on the generalized dataset. From Table 4, we can see that the perfor-
mance of both the models drops which is expected. Given that the generalized
dataset has more human-human conversations whereas our proposed dataset
i.e the dataset the models were trained on has more human-machine conver-
sations, this makes sense. However, what is impressive is that, although the
accuracy of the baseline drops drastically by 10% on the generalized dataset
(from 96% to 86%), our proposed DA classifier holds up really well. Even on
the never-before-seen dataset, it achieves an accuracy of 96%- a mere 3% drop
from its performance on our test dataset which is remarkable. This proves that
our proposed DA classifier is both generalizable and robust on unseen data.

For further analysis, we take a look at the examples that were mislabelled.
Figure 2 shows the confusion matrices for both the models. We can see that
the baseline struggles the most with identifying Direct Orders. For example:
sentences like ’Please wrap it for me and I’ll take it’, ’Go back to sleep then but
only five more minutes’ etc. are mislabelled as Statement and Yes/No Question.
Since the model was trained on some very common chatbot commands like
playing a song, booking a flight or reserving a seat- it has a hard time predicting
these unconventional commands as Direct Order. The baseline also struggles
with classifying a number of Yes/No Question correctly. For example: sentences
like ’Excuse me, do you speak English?’ and ’Have you turned on the air-
conditioner?’ are mislabelled as Statement and Indirect Order. This might be
because our training dataset includes Yes/No Question that are usually factual
and not casual (i.e sentences like ’Is Canada in the United States of America?’
instead of ’Do you like to play the piano?’). Moreover, the phrase ’excuse me’
in our dataset is mostly associated with the class Apology which might be
another reason for the wrong prediction. On the flip side, the accuracy rate
for the class Indirect Order is very high (97%). Overall, the accuracy rate of
all the classes is above 80% which is not ideal but reasonable.

As for our proposed DA classifier, we notice the least accuracy in the minor-
ity classes Apology (88%) and Greeting (89%). This happens for mislabelling
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(a) SVM

(b) BERT

Fig. 2: Confusion matrices of the baseline (SVM) and our proposed classifier
(BERT) on generalized dataset

two sentences ’I hope you can forgive me’ and ’Hi, my name is Susan’ as
Indirect Order and Statement. Probable reason for this is the lack of enough
training data for these two classes. As a result, the model is not able to learn
all sorts of variations properly. On the bright side, the remaining classes all
have an impressive accuracy rate (over 90%). Despite having an accuracy of
93%, the Yes/No Question class struggles a bit with sentences like ’Have you
turned on the air-conditioner’, ’Can I exchange it?’. This might be because
these sentences somewhat resemble the structure of Indirect Order examples
present in the training data (’Turn on the air-conditioner’, ’Exchange it’). All
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Table 4: Comparison of performance between the baseline (SVM) and our
proposed classifier (BERT) on the generalized dataset

Model Dataset Accuracy Precision Recall F1-Score
SVM Test 0.96 0.96 0.94 0.95

Generalized 0.86 0.85 0.87 0.86
BERT Test 0.99 0.99 0.99 0.99

Generalized 0.96 0.92 0.95 0.93

in all, the experiments clearly prove that our proposed DA classifier generalizes
far better than the baseline.

5 Conclusion

Classifying the intent of a user dialog in a conversation, also known as dia-
log act, is a key component in building conversational agents. By identifying
the different DAs, chatbots can respond more coherently and assist users in
accomplishing their tasks more effectively. In this work, we propose a BERT-
based DA classifier for two of our open domain conversational agents- ANA
and MIRA. For this, we first investigated the current literature and through
iterative discussions, proposed a taxonomy of 8 DAs that are suitable for our
chatbot users. We then curated a high-quality, large-scale dataset consisting of
∼24k user utterances from multiple domains. Upon fine-tuning our proposed
classifier on this dataset, it outperforms the baseline SVM model by achiev-
ing SOTA accuracy. Through further evaluations, we prove the generalizability
and robustness of our proposed model on unseen dataset. As for future work,
we plan on investigating the effectiveness of structuring DA classification as
a multi-label instead of a multi-class classification problem. We also want to
look into the feasibility of including more dialog acts into our taxonomy.
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