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Abstract. Twitter is used to provide location-relevant information and
event updates. It is important to identify location-relevant tweets in
order to harness location-relevant information and event updates from
Twitter. However, the identification of location-relevant tweets is a chal-
lenging problem as the location names are not always explicit. Instead,
mostly the location names are implicitly embedded in tweets. This re-
search proposes a novel approach, labelled as DigiCities, to add geo-
graphical context to non-geo tagged tweets. The proposed approach helps
in improving identification of location-relevant tweet by harnessing the
location-specific information embedded in user-ids and hashtags included
in tweets. Tweets relevant to eight cities were identified and used in clas-
sification experiments, and the use of DigiCities improved the overall
classification accuracy of tweets into relevant city classes.
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1 Introduction

The use of Twitter has become ubiquitous – organizations, governments, and
individuals use it for various reasons (e.g, products and services promotion, in-
formation dissemination and event updates). Tweets are becoming digital foot-
prints of users expressions in real world and information provided by them have
local relevance which can be utilized to understand what is happening in a geo-
graphical location by identifying trending topics, sentiments and emotions.

It is critical to identify the location-relevant tweets in order to learn what is
happening in a geographical location [33,40]. Researchers such as Cheng et al. [6],
and Lee et al. [17] have noted that geolocation detection is challenging to solve
in the context of Twitter. There is limited geolocation information associated
with a tweet in its metadata, and only a limited number of tweets would have
correct geolocation information included in a tweet’s metadata records. Graham
et al. [9], for example, collected over 19 million tweets and found that only a
fraction of tweets (approx. 0.7%) had geolocation information. Similarly, Lee et
al. [17] noted that only 0.58% of 37 million tweets posted each day are geo-
tagged. Both Chang et al. [5] and Inkpen et al. [13] noted that there is location-
related data sparsity i.e., a very few tweets contain a specific city name. This is
further complicated by the fact that users may include varying granular levels
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of location information when referring to a specific location [12]. For example,
Cheng et al. [6] selected a random sample of one million Twitter users and found
that “only 26% have listed a user location as granular as a city name (e.g., Los
Angeles, CA); the rest are overly general (e.g., California), missing altogether,
or [had] nonsensical location (e.g., Wonderland)” [5]. Also, metadata associated
with tweets may not be complete and give reliable location information. For
example, Watanabe et al. [37] noted that only 0.7% of tweets are geo-tagged
and the metadata associated with posted tweets may not provide correct location
information.

Consider a following scenario: John (a hypothetical Twitter user), resides
in St. Paul, state capital of Minnesota, USA but his profile states Minneapolis
as the location (St. Paul and Minneapolis are known as the twin cities). Cur-
rently, John is traveling to Toronto in Canada. He is sitting in a restaurant and
watching a hockey game on TV played in Calgary, Canada, and tweets about
it – Just watched another win by #CalgaryFlames an amazing game played
@TheSaddledome #YYC.

Based on this scenario, Calgary is actually the event-related location for
this tweet, while the other two geolocations captured in the metadata record
(Minneapolis from the Twitter profile and Toronto from the posted tweet) are
not relevant to the content of the posted tweet. This scenario re-iterates the
argument that the location information in metadata records may not be rele-
vant to a tweet’s content. In a number of cases, a tweet content will have rele-
vant, contextual location-related information, which can be exploited to identify
appropriate location that users are referring to in their tweets. Thus, we pro-
pose an approach, labeled as DigiCities, to add geographical context to non-geo
tagged tweets, which harnesses such information from tweets to identify location-
relevant tweets. The objective of the proposed research is to enhance the iden-
tification of location relevant to tweets by utilizing information embedded in
user-ids and hashtags, and tweet content. The details of the proposed approach
are discussed in Section 3. We conducted a number of classification experiments
using Weka3.61 to analyze the improvement in identifying locations relevant to
tweets after the implementation of the proposed approach. We also evaluated
whether the proposed approach can help in reducing pre-processing efforts. This
was done by controlling the stopwords and stemming, the two primary pre-
processing approaches used in text mining, to evaluate the overall effectiveness
of our proposed approach. The findings are in Section 5.

2 Related Work

Researchers have used different tweet features to detect locations relevant to
tweets. For example, Davis et al. [8], McGee et al. [22] and Li et al. [19] inves-
tigated ways to harness the strength of social network relationships of users on
Twitter to detect locations of users. Whereas, authors such as Chang et al. [5],

1 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Cheng et al. [6] and Hong et al. [10] focused on exploiting the variations in lan-
guages and terms used by users in tweets to identify locations. Cheng et al. [6]
proposed the use of probabilistic framework to detect city-level location of their
users by analyzing tweet content. The authors reported that they are able to
“place 51% of Twitter users within 100 miles of their actual location”(p.767).
The foundation of their research work was on the idea that certain terms will
be more ‘local’ as compared to other terms. For example, “howdy” which is a
typical greeting word in Texas, “may give the estimator a hint that the user is
in or near Texas (p.763). Similarly, Hong et al. [10] focused on harnessing term
diversity due to variability in topics discussed in different geographical locations.
The authors noted that users in different regions of the world might be inter-
ested in different subject content (e.g., Holi, the festival of colours in India vs.
Halloween in North America), and thus, are likely to have variations in language
used while discussing topics on Twitter. Such variations in language and terms
found in tweet content i.e., text can be exploited to identify locations for tweets.

The identification of location relevant to tweets is further compounded by
location ambiguities. These are primarily of two types: geo/geo ambiguity and
geo/non-geo ambiguity [13]. An example of geo/geo ambiguity, Memphis as a
location name in Egypt and the US. An example of geo/non-geo ambiguity is
Berlin as the name of a person and also a location name in Germany. Both
Paradesi [24] and Inkpen et al. [13] worked on geo/non-geo and geo/geo location
disambiguation. Paradesi [24] developed a tool, Twitter tagger, which geotags the
tweet content using Part of Speech tagger and Inkpen et al. [13] proposed a two-
step approach to detect location and to handle location ambiguities. The authors
[13] used a Conditional Random Fields (CRF) classifier using different features,
including bag of words, parts of speech, adjacent token, and Gazetteer, to detect
location names from tweets in the first step. They reported a number of F-scores
obtained by using various combination of features at each level i.e., the city-,
state- and country-level. For example: Using all features, the F-scores at token-
and span-level for state and country were same at 0.85 and 0.90 respectively,
and for city, the F-scores at token- and span-level were slightly different i.e.,
0.83 and 0.81 respectively. Further, they developed heuristics involving a five-
step disambiguation process to handle location ambiguities to further improve
the location detection in the second step.

Location detection for tweets is an ongoing research issue, and newer ap-
proaches are explored to improve location detection accuracy relevant to tweets.
Shen et al. [28], for example, proposed a framework labeled as NELPT, which
utilises location-relevant information from three sources, location mentioned in
tweet content, location included in users profile, and location as captured at the
time of posting tweet, to identify city-level appropriate location to a tweet.The
authors compared their method NELPT’s accuracy score with the five baseline
methods accuracy scores. The authors noted that their method NELPT achieved
an accuracy of 71% and the best score for one of the baselines methods was
63.3% (and the other four methods achieved scores even less than 63.3%). Singh
et al. [29] work proposed the use of Markov model to identify relevant location
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to tweets when no specific location was mentioned in user’s tweets. Their model
extracted information from using the tweets posted by the user in the last 7 days
and extracted the spatio temporal sequences from their tweets, and estimated
that particular user location using a Markov model. They achieved location pre-
diction and classification accuracy of 87% and 81% respectively (p.746).

Kumar and Singh [16] research work used Convolutional Neural Network
(CNN) and extracted location-relevant terms from content of tweets to iden-
tify right locations for tweets. Thomas and Henning [31] exploit tweet’s content
with a number of metadata elements (e.g., user-description, user-location etc.)
and proposed a neural network-based framework to predict locations for tweets.
Huang et al. [12] discussed the use of a novel deep learning model for detect-
ing tweets location. Their model had three components that includes the use of
“multi-head self-attention mechanism”, originally proposed by [35] (p.4), sub-
word features, and joint training approach involving modeling at both city- and
country-level. Tian et al. [32] proposed a multi-step approach to predict Twitter
user location. Their approach is based on representation learning and label prop-
agation (ReLP) and it uses a number of steps to identify user location including
connection relation graph construction, user relationship filtering, user represen-
tation learning, propagation probability calculation, and user location inference
(p. 2649). Zola et al. [41] proposed an unsupervised method that used users past
tweets and Google Trends to estimate users location. It is a multi-step approach
involving collecting all the nouns from users past tweets, and those nouns are
used to calculate the Google Trend score at the city-level. These scores are used
to identify city coordinates to develop synthetic spatial data for each user, which
is then used to estimate user location using clustering algorithms (e.g., Gaussian
Mixture Models).

Almadany et al. [2], in the location identification work, focused on detecting
Twitter users country by using a variety of publically available Twitter data
related to user. They used data included in metadata records associated with
user, including location, time zone, and language. In addition, they used language
and location information of users friends and followers. They collected data about
users from five countries, and reported an overall accuracy score of 92.8% to
detect users location at country-level. The authors reported varying accuracies
scores for each of the five countries i.e., they were able to detect users country as
Turkey with an accuracy score of 98% followed by France (96%), Spain (94%),
USA (90%) and Saudi Arabia (86%). Their approach is highly dependent on
the metadata information supplied by users. The claimed that they were able to
detect Turkey as the country for users with higher accuracy because they feel
that users from Turkey write their country name and language correctly followed
by users from France, Spain and USA.

Both Ying et al. [38] and Acampora et al. [1] presented their approaches
focusing on identification of geo-location for events for which information was
posted on Twitter. The authors [38] used multiple data points including coor-
dinates, tweet content and geographical knowledge applied with set of rule to
detect event location. Acampora et al. [1] used content of tweets to identify
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potential geo-location of an event using a multi-step approach. They start with
clustering of tweets into event-oriented groups using the PAM (Partition Around
Medoids) algorithm followed by identification of key tweets related to an event
from the cluster using the OPFA (Offline Peak-Finding) algorithm. This was
followed by filtering key tweets terms that do match with terms in dictionar-
ies, and such filtered terms were considered potential location candidate names.
Such terms were then checked using Google Maps API if they represent any real
location name. If match found in Google Maps API, then those location names
were further processed to identify the target area for an event. Their approach
helped in achieving an accuracy of about 80% by considering an error of 750
kilometers in computing the geographic area of an event (p.128221).

Detection of location for tweets is an ongoing research issue. We propose
an unique approach to detect location relevant to tweets, and to the best of
our knowledge, we have not seen the use of similar approach to detect location
relevant for tweets.

3 Proposed Approach: DigiCities

We propose a novel approach, which creates a linkage between the digital world
and the physical world. Kindberg et al. [15] noted that the information on the
Internet portrays our physical world, and argued that “the physical world and
the virtual world would both be richer if they were more closely linked” (p.935).
Warf and Sui [36] noted that in the age of the “metaverse”, and “virtual worlds
... serve as digital equivalents to ... physical world” (p.202). Drawing on the
viewpoints of [15] and [36], a real world geographical location can be represented
by multiple facets in the virtual/digital world, particularly on social media like
Twitter.

The proposed approach, DigiCities, is the digital avatar of real world cities
i.e., it is the digital identity or profile representing the real world geographical
location on the web. The geographical locations are represented by facets such
as People, Organizations, and Places (termed as the POP Framework). The in-
spiration for the POP framework came from Kindberg et al.’s [15] who divided
physical entities into three key categories: people, places, and things. The term
location in this research represents a geographical boundary as associated with
the municipally defined boundaries for a city or town. Though geographical loca-
tions and cities are significantly different concepts, they are used interchangeably
for this research. DigiCities, identifies members which can be categorized into
three key elements of the ‘POP’ framework, and they are:

People: This facet represents public figures and the prominent members of a
community and thus, are the face of a city. For example: City Mayor and other
key people representing a given city.

Organizations: This facet represents key organizations and institutions in
a city. Examples of such units include local radio channels, museums, public
libraries, etc. This facet may also capture sub-units of a larger unit.
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Places: This facet represents a city by its name or through the prominent
spaces and landmarks. Examples of such units include legislative buildings, air-
port, local parks and entertainment spots.

The facets in the POP Framework i.e., people, organizations and places
(POP) are also digitally reflected in tweets by handles (or user-ids, starting
with @) and hashtags (starting with #), these facets are semantically represent-
ing an entity i.e., a geographical location (e.g., New York) (example in Figure
1).

Fig. 1: Example: Tweet and the POP Framework

Such representation helps in feature convergence and/or feature strengthen-
ing [26], for example, handles and hashtags of the POP Framework are referring
to (a) geographical location(s) and thereby, converging to one semantic concept
i.e., a location. As noted above, data sparsity is one of the major challenges in
Twitter data [13,17] and thus, has implications in the task of location detection.
The feature convergence approach will help in overcoming the data sparsity is-
sue. The elements of the POP framework have names and/or some identifying
values in the physical world, and they will also embody digital names or repre-
sentations in the world of Twitter. These digital names are in the form of handles
(user-ids and start with @) and hashtags (start with #) on Twitter. The next
section will provide details on DigiCities development, and other experimental
details including dataset used in this research.

4 Methodology

It is important to note that this study used human interventions (e.g., data
selection) at different stages. Normally, studies in fields like computer science
focus on having huge dataset and automated processes, but studies with manual
interventions, at times, are foundation to such large scale studies (e.g., validation
of results) [18]. Also, at times manual interventions are required, for example,
manual coding of data [21, 25, 39] to create a gold standard data to evaluate
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experiments outcome. Thus, the methodology used in this research has limita-
tions and are duly acknowledged but does not diminish the value of the novel
framework to improve location identification relevant to tweets.

4.1 DigiCities: Creating Digital Profile of Cities

A total of eight urban centers in the Province of Alberta are shortlisted for this
study. These geographical locations are a mix of different sized urban population
centers, including the provincial capital (Edmonton), the largest city in Alberta
(Calgary), a popular tourist destination (Banff), the twin-city of a larger popu-
lation center (St. Albert), an industrial center (Fort McMurray), and other key
cities in the Province of Alberta (Red Deer, Lethbridge, Medicine Hat). There
is not much in the literature to draw upon to develop the digital profile of cities.
Handles and hashtags of different People, Organizations and Places relevant to
each of the above noted city are manually captured using snowball sampling
technique [3] through a “recursive two-step” process.

The first step (i.e., Step 1) used the Google search engine to identify handles
and hashtags of members fitting in the POP Framework. The initial seeding
was done by using keywords query such as ‘cityname Twitter’ (e.g., Lethbridge
Twitter). While, the second step (i.e., Step 2) used Google search results to
connect with specific user’s Twitter account, and the next set of handles were
selected based on Twitter’s recommendation of other handles under the ‘You
may also like’. Each handle was reviewed for relevancy to a city and was col-
lected, if relevant. This process continued until the recommended handles either
started repeating themselves or are no longer relevant to the city. Further, dur-
ing the digital profile development of cities and data collection, it was observed
that a number of handles have equivalent hashtags. For example,‘@banff’ and
‘@calgarystampede’ has an equivalent hashtag of ‘#banff’and ‘#calgarystam-
pede’ respectively. Thus, all the handles were converted into equivalent hashtags
to capture such occurrences. Further, a number of handles or hashtags relevant
to a city had city name and its variant (e.g. MedicineHat or mhat for Medicine
Hat) or airport code (if there was any) included either as prefix or suffix. Such
additional digital profile terms involving the city name and airport code (note:
St. Albert and Banff do not have an airport), were captured by using regular
expressions (e.g., calgary in @calgarytoday, and Calgary city airport code yyc in
#yyctraffic). It is important to note that multi-term city names were combined
into one term (e.g., ‘Red Deer’ into ‘reddeer’). Thus, the total number of handles
and hashtags, and their variants included in each city’s profile were (count in
bracket): Banff (114), Calgary (214), Edmonton (198), Fort McMurray (100),
Lethbridge (98), Medicine Hat (46), Red Deer (112) and St. Albert (72).

4.2 Append Strategy and Replace Strategy

Replace Strategy and Append Strategy are applied to converge and strengthen
features in tweets where a location is represented semantically through various
facets of the POP Framework. The append strategy implementation led to the
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inclusion of the city name (e.g., Reddeer) in tweets when the terms of tweets
matched with the terms in the digital profile of a city. The replace strategy im-
plementation led to the replacement of terms in tweets by the city name when
the terms of tweets matched with the terms in the digital profile of a city. Table
1 provides an example of a tweet relevant to New York (Original Tweet in Table
1). The terms ‘#LGA’, ‘@Broadwaycom’, and ‘#biggapple’ in the example tweet
matched with the terms in the city of New York profile. In the append strategy,
city name, ‘NewYork’, is appended after the matching terms, #LGA, @Broad-
waycom, and #biggapple (Append Strategy in Table 1). In replace strategy, the
matching terms, #LGA, @Broadwaycom, and #biggapple are replaced by the
city name, i.e., ‘NewYork’ (Replace Strategy in Table 1).

Table 1: Example of Implementation of Replace Strategy and Append Strategy
Original
Tweet

Just landed at #LGA and went straight to @Broadwaycom
so see #Aladdin. This is why I love the #biggapple.

Append
Strategy

Just landed at #LGA newyork and went straight to @Broadwaycom
newyork so see #Aladdin. This is why I love the #biggapple newyork

Replace
Strategy

Just landed at newyork and went straight to newyork so see
#Aladdin. This is why I love the newyork.

4.3 Data, Experimentation, Algorithms and Evaluation

Twitter data was collected intermittently for approximately for 12 months, Jan-
uary 12, 2017 to December 30, 2017, using a dedicated API [27]. The initial cor-
pus had over 700,000 tweets related to the Province of Alberta in Canada [27]. It
was a purposeful shortlisting of tweets. The selection of tweets was terminated
once the tweet count reached 500 for a city. The purposeful criteria included
selecting a tweet if it was in the English language, and the coder was able to
assess tweet’s relevancy to a specific city (as discussed in the scenario in Intro-
duction Section). There were varying numbers of tweets for each of the eight
cities and purposefully 500 tweets were manually selected for each city [30] plus
500 random tweets were selected for one additional category of ‘Others’ to cap-
ture tweets not belonging to any city class. Thus, a total of 4,500 tweets were
used in this research and it was deemed as an appropriate number of tweets
considering they were manually reviewed and selected by one coder. Authors
like Rogstad [25] used 1,500 tweets and noted that [t]his was considered a man-
ageable number of tweets for manual coding (p.146) as it is costly both in terms
of ”time and effort” ( [23] p.1230).

Only basic data cleaning was done and both stopwords removal and stemming
was not done at this stage. Basic cleaning includes removal of URLs, special char-
acters, and white spaces between handle (@) (or hashtag (#)) symbol, and the
term following it (e.g., @ was joined with the adjacent term). This is labelled
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as No Preprocessing in Table 2 and No Pre in Figure 2. The original tweets
formed the Baseline Data. The data created after implementing the append
and replace strategies created the Append Data and the Replace Data respec-
tively (see Table 2 for example). Preprocessing (e.g., stemming and stopwords
removal) is critical in text mining, and depending on data quality, it can be a
time consuming activity. In this research, the two preprocessing procedures i.e.,
removal of stopwords and stemming impact were evaluated in combination with
the DigiCities to investigate if the proposed approach of DigiCities can help in
reducing preprocessing steps. Thus, each data type i.e., Baseline Data, Append
Data and Replace Data, had three variants of data. For example: Baseline data
had the following variants: Baseline Data (original dataset), Baseline Data after
removing stopwords, and Baseline Data after stemming.

The classification experiments were done using three well-known algorithms,
Näıve Bayes, kNN (k=3) & SMO (a SVM variant), as implemented in Weka3.6,
to evaluate the effectiveness of our proposed approach. Previous research work
in the classification area suggests that all the three classification algorithms can
achieve good results in text classification [4, 14]. Five fold cross validation was
performed, and the authors, such as Hsu et al. [11], Cho et al. [7], and Mahajan et
al. [20]), suggested that the cross validation (e.g,. five-fold) can help in mitigating
the issue of overfitting. The results were evaluated using standard evaluation
measures including precision and recall, and accuracy. Accuracy was defined
as the total number of tweets correctly classified into their respective classes
divided by the total number of tweets (i.e., 4,500). A total of 27 classification
experiments were conducted (i.e., nine data variants x three algorithms).

5 Findings

A total of 3,780 terms matched with the terms in eight city profiles in 4,000
tweets. The number of terms matching varied for cities. Two cities, Banff and Red
Deer had lower number of terms matching at 340 and 341 respectively. While,
cities like Calgary, Edmonton, Fort McMurray and Lethbridge had over 500
matches and Lethbridge had 553 matches, highest among all cities. The matching
of profile terms with terms in tweets is dependent on both the number of hashtags
and user handles in tweets, and the number of terms in city’s digital profile.
The following sub-sections will discuss the impact of our proposed approach,
D igiCities, on the classification of tweets into appropriate city-based classes.

5.1 Impact of DigiCities (Prior to Preprocessing)

The classification experiments results on the baseline data showed improvement
in the classification accuracy scores after the implementation of our proposed
approach DigiCities over the baseline data (i.e., before implementation of DigiC-
ities approach). First, the accuracy scores of all the three algorithms had sig-
nificantly improved over baseline data. kNN results on baseline data yields the
lowest accuracy score of 47.6% followed by NB with 69.9% and SMO with 87.8%.
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After the implementation of our approach, irrespective of the use of replace or
append strategy, the accuracy scores improved for each algorithm over their re-
spective baseline accuracy scores. The accuracy score for kNN improved from
47.6% to 56.1% and 69.9% with replace and append strategy respectively. These
scores are statistically significantly different as demonstrated by the chi-square
test as the p-value (1.40E-98) is less than 5%.

Fig. 2: Accuracy Scores

Similarly, for both NB and SMO, the accuracy score improved with the im-
plementation of our approach. In the case of NB, the accuracy improved from
69.9% to 81.0% and 85.1% with the use of replace and append strategy respec-
tively. The p-value from chi-square test (9.86E-73) is less than 5% showing that
the scores are statistically significantly different. While for SMO, the accuracy
score improved from 87.8% to 93.8% and 93.9% with the use of replace and
append strategy respectively. The chi-square test yielded the same result i.e.,
these scores are statistically significantly different as p-value (1.36E-32) was less
than 5%. Among all the three algorithms, the highest relative improvement is
observed in the kNN accuracy score followed by NB, and lowest was for the
SMO.

Both the precision and recall improved for all the three algorithms after
the implementation of append or replace strategies over the baseline weighted
average precision and recall (see Table 2). For example, the precision for kNN
with the baseline was 0.66 and it changed to 0.75 and 0.72 for the append and
replace strategies respectively (Table 2). Interestingly, the append strategy gave
relatively better precision and recall as compared to the replace strategy for both
kNN and NB algorithms. While for the SMO algorithm, the precision and recall
achieved was almost the same with the use of the append and replace strategies.

5.2 Impact of DigiCities and Preprocessing

It is noted that the stopwords removal and stemming can help in improving
classification accuracy of text data [34] but these are additional steps which has
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Table 2: Precision and Recall Scores
Algo-
rithms

Measures
No Preprocessing Stopwords Removed Stemming Applied

Baseline Append Replace Baseline Append Replace Baseline Append Replace

kNN
Precision 0.66 0.75 0.72 0.68 0.86 0.83 0.65 0.75 0.71
Recall 0.48 0.70 0.56 0.59 0.83 0.75 0.48 0.70 0.58

NB
Precision 0.75 0.88 0.84 0.82 0.89 0.92 0.75 0.88 0.83
Recall 0.70 0.85 0.81 0.77 0.90 0.88 0.70 0.80 0.85

SMO
Precision 0.91 0.95 0.95 0.93 0.96 0.95 0.90 0.95 0.95
Recall 0.88 0.94 0.94 0.89 0.94 0.94 0.87 0.94 0.94

to be followed to achieve a good outcome. This research aimed at evaluating if
our proposed approach can help in reducing any preprocessing on tweet data.
The focus of preprocessing was on two facets, stopwords removal and stemming.

Stopwords Removal : Comparing the accuracy scores in Figure 2, and precision
and recall score in Table 2 show that the stopwords removal (labelled as No Stop
Figure 2) had a varying level of positive impact on the accuracy scores for all
the three algorithms. As expected, the accuracy scores improved significantly by
removing stopwords and after the use of our proposed approach of DigiCities for
both kNN (e.g., 47.6% for B(No Pre) to 83% for A(No Stop) and NB (e.g., 69.9%
for B(No Pre) to 89.9% for A(No Stop). Interestingly, for the SMO algorithm,
the removal of stopwords and without implementing our DigiCities approach,
the change in the accuracy score was marginal i.e., from 87.8% for B(No Pre) to
89.1% for B(No Stop). However, after implementing our strategy DigiCities, the
score changed from 93.9% for A(No Pre) to 94.2% for A(No Stop). Following the
removal of stopwords, both the weighted average precision and recall improved
after the implementation of our strategies (Table 2).

Stemming Applied : Results in Figure 2 show that after implementing stem-
ming (labelled as Yes Stem in Figure 2), the impact on the accuracy scores was
only marginal for all three algorithms as compared to the impact after removal of
stopwords. The results also show that accuracy scores improved after stemming
with the implementation of DigiCities can only be attributed to our proposed
approach. Following the implementation of stemming, both the weighted average
precision and recall improved after the implementation of the append strategy
and the replace strategy over the baseline precision and recall (Table 2).

5.3 Append Strategy vs. Replace Strategy

Both append and replace strategies helped in improving the classification accu-
racy of all the three algorithms (Figure 2). SMO achieved the highest accuracy
score, and the improvement was by 6% over the baseline score for any data vari-
ants, and the gain made by the use of append or replace strategy was nearly the
same. Also, there was no statistical difference in the accuracy scores achieved by
the use of append or replace strategy using SMO (p value: 0.9).

kNN had the highest increase in the accuracy score (by 22%) followed by
NB (by 15%) with the use of append strategy as compared to gain using replace
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strategy, the gain was relatively less for both kNN (8.5%) and NB (11.1%) over
the baseline accuracy scores (Figure 2). Further, based on (Figure 2), the chi-
square tests results reveal that there is statistical difference in the accuracy
scores between the append strategy and the replace strategy for kNN (p value:
5.25E-40) and NB (p value: 2.01E-07).

The key findings includes: a) DigiCities can help in improving the classifica-
tion accuracy score by using either append or replace strategy; b) SMO algorithm
in general proved to be the better choice among the three algorithms; c) With
the use of our approach and SMO, both removal of stopwords and stemming
may not play a critical role; d) Removal of stopwords with our proposed ap-
proach of DigiCities will positively impact classification accuracy for both kNN
and NB algorithms; e) Stemming on tweet data may not play a critical role,
particularly when used with our approach; f) The append strategy is better as
compared to the replace strategy to implement DigiCities when using kNN and
NB algorithms but with SMO either strategy would work.

6 Conclusion, Limitations and Future Work

The accuracy scores for all the three algorithms, kNN, NB and SMO, improved
after the implementation of the DigiCities approach and this suggests that
DigiCities can help in identifying location-relevant tweets by harnessing city-
relevant information from tweet content such as hashtags and handles. Further,
among both the strategies, the append strategy gave relatively better classifica-
tion accuracy score over the replace strategy. Among the three algorithms, the
SMO algorithm performance was best as compared to kNN and NB algorithms.

The study has a number of limitations. For example, the study includes only
eight cities from the Province of Alberta. The proposed approach, DigiCities,
needs to be tested further by including more cities from other regions of Canada
and other countries. There is potential of researcher’s bias in data preparation as
tweets for different cities were manually selected. The digital profile of cities were
manually created and there is room to make them more comprehensive. Further,
a number of times hashtags and handles used in tweets do not categorize into
any of the existing element of the POP framework and thus such hashtags and
handles are not included in the digital profile of a city, then in such cases, the
city relevant features in a tweet will not get strengthened.

The use of the proposed approach of DigiCities has improved the overall ac-
curacy as well as the precision and recall. We plan to extend this work in multiple
ways and aim to address some of the limitations in future work. First, we aim to
test the proposed approach by increasing both the diversity of cities and the size
of dataset. Second, we aim to develop an automated process to establish more
comprehensive digital profiles by web scraping of Twitter pages on the basis of
city’s geographical data. Third, we aim to extend the POP Framework by adding
new facets such as local language and seasonal terms e.g., hashtags or user-ids of
yearly occurring events in a city like Mardi Gras Carnaval in New Orleans, USA.
Fourth, we aim to test our approach using other classification algorithms and
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examine the impact resulting from varying of hyperparameters. Finally, we aim
to implement this approach in combination with other approaches (e.g., Inkpen
et al. [13]) to make improvements in location detection and disambiguation.

References

1. Acampora, G., Anastasio, P., Risi, M., Tortora, G., Vitiello, A.: Automatic event
geo-location in twitter. IEEE Access 8, 128213–128223 (2020)

2. Almadany, Y., Saffer, K.M., Jameil, A.K., Albawi, S.: A novel algorithm for esti-
mation of twitter users location using public available information. International
Journal on Smart Sensing & Intelligent Systems 13(1) (2020)

3. Biernacki, P., Waldorf, D.: Snowball sampling: Problems and techniques of chain
referral sampling. Sociological methods & research 10(2), 141–163 (1981)

4. Bijalwan, V., Kumar, V., Kumari, P., Pascual, J.: Knn based machine learning
approach for text and document mining. International Journal of Database Theory
and Application 7(1), 61–70 (2014)

5. Chang, H.w., Lee, D., Eltaher, M., Lee, J.: @ phillies tweeting from philly? pre-
dicting twitter user locations with spatial word usage. In: IEEE International Con-
ference on Advances in Social Networks Analysis and Mining. pp. 111–118 (2012)

6. Cheng, Z., Caverlee, J., Lee, K.: You are where you tweet: a content-based approach
to geo-locating twitter users. In: ACM international conference on Information and
knowledge management. pp. 759–768 (2010)

7. Cho, H.h., Lee, S.h., Kim, J., Park, H.: Classification of the glioma grading using
radiomics analysis. PeerJ 6, e5982 (2018)

8. Davis Jr, C.A., Pappa, G.L., de Oliveira, D.R.R., de L. Arcanjo, F.: Inferring the
location of twitter messages based on user relationships. Transactions in GIS 15(6),
735–751 (2011)

9. Graham, M., Hale, S.A., Gaffney, D.: Where in the world are you? geolocation and
language identification in twitter. The Professional Geographer 66(4), 568–578
(2014)

10. Hong, L., Ahmed, A., Gurumurthy, S., Smola, A.J., Tsioutsiouliklis, K.: Discover-
ing geographical topics in the twitter stream. In: International conference on World
Wide Web. pp. 769–778. ACM (2012)

11. Hsu, C.W., Chang, C.C., Lin, C.J., et al.: A practical guide to support vector
classification (2003)

12. Huang, C.Y., Tong, H., He, J., Maciejewski, R.: Location prediction for tweets.
Frontiers in Big Data 2, 5 (2019)

13. Inkpen, D., Liu, J., Farzindar, A., Kazemi, F., Ghazi, D.: Detecting and disam-
biguating locations mentioned in twitter messages. In: International Conference on
Intelligent Text Processing and Computational Linguistics. pp. 321–332. Springer
(2015)

14. Joachims, T.: Making large-scale svm learning practical. Tech. rep., Technical re-
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