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ABSTRACT
Dynamic graphs play an important role in many fields like social
relationship analysis, recommender systems and medical science,
as graphs evolve over time. It is fundamental to capture the evo-
lution patterns for dynamic graphs. Existing works mostly focus
on constraining the temporal smoothness between neighbor snap-
shots, however, fail to capture sharp shifts, which can be benefi-
cial for graph dynamics embedding. To solve it, we assume the
evolution of dynamic graph nodes can be split into temporal shift
embedding and temporal consistency embedding. Thus, we propose
the Self-supervised Temporal-aware Dynamic Graph representa-
tion Learning framework (STDGL) for disentangling the temporal
shift embedding from temporal consistency embedding via a well-
designed auxiliary task from the perspectives of both node local and
global connectivity modeling in a self-supervised manner, further
enhancing the learning of interpretable graph representations and
improving the performance of various downstream tasks. Extensive
experiments on link prediction, edge classification and node classi-
fication tasks demonstrate STDGL successfully learns the disentan-
gled temporal shift and consistency representations. Furthermore,
the results indicate significant improvements in our STDGL over
the state-of-the-art methods, and appealing interpretability and
transferability owing to the disentangled node representations.

CCS CONCEPTS
• Theory of computation → Dynamic graph algorithms; Ma-
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1 INTRODUCTION
Graph representation learning has received much attention due to
its wide range of application domains, e.g., social network analysis,
protein analysis and recommendation systems. Most of the graph
representation learning algorithms focus on the static graphs con-
taining a fixed set of nodes and edges by learning low-dimensional
node embeddings for various graph analysis, e.g., link prediction [2],
node classification [16], and edge classification [1]. However, many
real-world graphs, e.g., recommendation graphs [5, 10], paper cita-
tion graphs [19, 23], or dynamic brain graphs [18, 20], are dynamic
where graph structures constantly evolve over time, and the simple
application of representation learning for the static graph fails to
capture the temporal information.

Although various designs are proposed to improve the represen-
tation performance of the dynamic graph [8, 17], these methods
generally assume that temporal evolution between adjacent time
steps is smooth, and attempt to enforce the temporal smoothness
of node representations from adjacent snapshots [9, 21]. However,
such methods are effective only in high-sparsity settings, failing
when nodes exhibit complex temporal characteristics in dynamic
graphs [26], as shown in Fig. 1(a). Learning the temporal repre-
sentations reflecting the inherent evolution patterns in dynamic
graphs is a crucial task. It can be observed that temporal evolution
is not always smooth and exhibits a more complex evolution, e.g.,
the maximum node degree varies across time points in the bitcoin
dataset. The reason is that economic fluctuations in the Bitcoin
market are prone to affect Bitcoin transactions, resulting in sudden
changes or irregular patterns in the user transactions or the trust
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Figure 1: The temporal variation on the Bitcoin-OTC dataset.
(a): The variation wrt. maximum degree for the whole graph.
The top of (b) and (c) show the temporal graph evolutions
with the disentangled embeddings (PCA) of STDGL and the
comparable embeddings (PCA) learned by EvolveGCN [25]
and DDGCL [28]. The bottom of (b) and (c) show the temporal
graph evolutions wrt. degree and the average who-trusts-
whom scores.

Table 1: The comparison of EvolveGCN, DDGCL, and our
STDGL for the various tasks on the Bitcoin-OTC dataset.

Model Link prediction Edge classification
MRR AUC F1

EvolveGCN [25] 14.2±1.4 65.1±0.8 86.2±0.9
DDGCL [28] 18.8±0.9 71.3±0.8 88.1±1.2
STDGL-c (Temporal Consistency) 24.5±0.8 81.1±1.6 88.9±0.4
STDGL-s (Temporal Shift) 28.7±0.6 85.4±0.8 89.2±0.7

scores [14]. However, numerous works [8, 9] ignore the considera-
tion of the complicated temporal characteristics in dynamic graphs.
For example, Jiang [8] proposed a temporal-aware node embedding
approach with a joint temporal-aware inference model using tempo-
ral consistency information as constraints. Liao [17] and Mahdavi
[21] assume that a dynamic network should vary smoothly and
continuously between two neighbor snapshots over time, and learn
the latent representations by minimizing the difference between
two embedding distributions of the neighbor graphs.

To address the limitations of existing works, we consider de-
signing a model that explicitly explores the characteristics of the
temporal shift to better model the complex and nonlinearly evolv-
ing processes in the dynamic graphs. To this end, we propose a
Self-supervised Temporal-aware Dynamic Graph representation
Learning framework (STDGL). The framework aims to explicitly
disentangle two kinds of temporal information for dynamic node
embedding learning by exploring graph temporal and structural
properties, i.e., temporal shift information (the sharp evolution
mode introduced by sudden events) and temporal consistency in-
formation (the stable mode across the time points), thus enhanc-
ing interpretable node temporal representation and improving the

downstream task performance. To the best of our knowledge, this
is the first work to explicitly capture the temporal shift embedding
for the dynamic graph analysis.

More specifically, our model consists of two individual encoders
to disentangle temporal shift embedding and temporal consistency
embedding, and a cross decoder to reconstruct the graph structure.
The two individual encoders consist of a local connectivity encoder
which leverages the local connectivity to obtain node embedding,
and an edge-level encoder which aggregates global connectivity
to obtain topology embedding. To better encourage disentangling,
we design three losses, i.e., the temporal disentangling loss forcing
two neighbor snapshots’ temporal shift embeddings dissimilar and
temporal consistency embeddings similar, the reconstruction loss
and discrepancy loss encourage the consistency between the two
graphs reconstructed by combining temporal shift embedding at
current snapshot with temporal consistency embeddings at cur-
rent/neighbor snapshots. Finally, the disentangled temporal em-
beddings are utilized for the downstream tasks. To investigate the
relationship between the disentangled temporal shift embedding
and the temporal evolution patterns, we conduct a pilot experi-
ment to investigate it in Fig. 1(b)(c). It can be observed that the
disentangled temporal shift embedding is consistent with the sig-
nificant evolution patterns highlighted by the yellow bands, while
other methods fail to capture these trends sufficiently. Contrary to
temporal shift embedding, the disentangled temporal consistency
embedding exhibits stability across consecutive time-steps. In Table
1, the significant improvement achieved by STDGL-s also gives
evidence that leveraging temporal shift embedding provides more
meaningful patterns for graph-related tasks.

Comprehensive experiments on six real-world datasets across
three different tasks, including link prediction, edge classification
and node classification, demonstrate the significant improvement of
our framework over the existing alternatives. Specifically, STDGL-s
outperforms DDGCL [28], which is also a self-supervised dynamic
graph learning method, with an average improvement of 5.2% and
3.4% on MRR and AUC in the link prediction task on five datasets,
outperforms EvolveGCN [25] with an average improvement of
5.4%/5.5% on F1 in the edge/node classification task. The various
experimental results prove our assumption that the temporal nodes
can be split into temporal shift information and temporal consis-
tent information by a well-designed pretext task from the data
itself. Moreover, the comprehensive evaluations demonstrate that
disentangled temporal shift information is critical to capture the
evolution nature of dynamic graphs.

Our contributions are as follows:
1. This work formalizes the task of learning latent node represen-

tations for various temporal graph analysis from the perspective of
disentangling the underlying factors (temporal shift and temporal
consistency embeddings) hidden in the observable temporal graphs
through a self-supervised learning paradigm. Owing to the disen-
tangled temporal node representations, the proposed model has
appealing interpretability and transferability. Such a model helps
reveal more insights into the underlying dynamic graph evolution.

2. Unlike other self-supervised dynamic graph learning methods
that only focus on node embedding learning, we propose a series
of encoders and multiple regularizations to capture the structural
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representation of the dynamic graphs from the aspects of local
connectivity information and global connectivity information.

3. Extensive experiment results on link prediction, edge classifi-
cation and node classification tasks demonstrate that the proposed
disentangled representation learning scheme via pre-training sig-
nificantly facilitates the learning of the node embedding suited to
different downstream tasks.

2 RELATEDWORK
2.1 Dynamic Graph Embedding Learning
The dynamic graph representation learning is a very important re-
search topic in the graph domain. TGCN [33] incorporates a Graph
Neural Network (GNN) into the Gated Recurrent Unit (GRU) cell by
replacing linear transformations in GRUwith graph convolution op-
erators to capture the spatio-temporal correlation representations.
EvolveGCN [25] utilizes an RNN to dynamically update weights of
internal GNNs, which allows the GNN model to change during the
test time. DySAT [26] captures node embedding through joint self-
attention along the two dimensions of the structural neighborhood
and temporal dynamics. However, they cannot explicitly model the
temporally-aware information, leads to poor performance.

Recently, many works [8, 9, 22] focus on the temporal-aware
graph embedding, which tries to learn the evolving patterns of a
graph and incorporate time information into embedding learning.
For instance, t-TransE [9] provides a link prediction method by
using temporal order constraints to model transformation between
time-sensitive relations. In the embedding process, t-TransE en-
forces the embeddings to be temporally consistent. To incorporate
the valid time of facts, [8] proposes a temporal-aware graph em-
bedding approach with a joint temporal-aware inference model
using temporal consistency information as constraints. However,
a purely supervised learning scheme for the dynamic graph data
usually leads to poor generalization due to insufficient supervision.

2.2 Self-supervised Dynamic Graph Learning
Recently, Tian et al. [28] first introduced self-supervised learning
into the dynamic graph and proposed a dynamic graph contrastive
learning method. They adopted a continuous-time formulation and
introduced a time-dependent generalization of the representation
similarity metric that measures the agreement between two tem-
poral views of the same node. Besides, Chen et al. [3] proposed a
pre-training framework on dynamic graph neural networks based
on the graph generation tasks, which can capture structural fea-
tures and node attributes by fusing temporal information. How-
ever, these self-supervised dynamic graph approaches extend the
self-supervised paradigm of static graphs and fail to sufficiently
consider the rich temporal properties in the dynamic graphs. More-
over, these works cannot explain how the self-supervised paradigm
assists dynamic graph learning.

3 METHODOLOGY
3.1 Notation and Problem Statement
A dynamic graph G = {𝐺1,𝐺2, · · ·,𝐺𝑇 } can be modeled as a set of
multiple graphs𝐺𝑡 at different time points 𝑡 , where𝐺𝑡 = (V𝑡 , E𝑡 ).
V𝑡 = {𝑣1, 𝑣2, · · ·, 𝑣N𝑡 } represents the node set of𝐺𝑡 andN𝑡 denotes

the node number at time point 𝑡 . Let E𝑡 = {𝑒𝑖 𝑗 |𝑣𝑖 , 𝑣 𝑗 ∈ V𝑡 } denotes
the edge set of𝐺𝑡 , where 𝑒𝑖 𝑗 connects two nodes 𝑣𝑖 and 𝑣 𝑗 . Let𝐴𝑡 ∈
RN

𝑡×N𝑡
and 𝑋 𝑡 ∈ RN𝑡×𝐷 denote the adjacency matrix and the

node features at 𝑡 , A = {𝐴1, 𝐴2, · · ·, 𝐴𝑇 } and X = {𝑋 1, 𝑋 2, · · ·, 𝑋𝑇 }
denote the adjacency matrices and node features of G across times.
In dynamic graphs, the evolution nature is reflected by the changes
from the aspects of V , E, A and X across time.

3.2 Method
3.2.1 Overview. The overview of our proposed method is illus-
trated in Fig. 2. It consists of two main components, i.e., a couple
of temporal-aware encoders for yielding temporal shift embedding
and temporal consistency embedding, and a cross decoder for the
reconstruction of the graph structure. Specifically, the temporal-
aware encoder contains the local connectivity encoder 𝐸𝑙 composed
of a stack of dynamic graph convolution layers for node embed-
ding learning and a global connectivity encoder 𝐸𝑔 for learning
the global connectivity of nodes. The cross decoder takes the com-
bination of temporal shift embedding and temporal consistency
embedding as inputs and reconstructs the graph structures. To
encourage the disentangling of temporal shift embeddings and
temporal consistency embeddings, we design the overall losses in-
cluding the temporal disentangling loss L𝑡 forcing the temporal
shift embeddings of neighboring snapshot dissimilar and temporal
consistency embeddings similar, while the reconstruction loss L𝑟𝑒𝑐

and discrepancy loss L𝑑 constraining the consistency between the
two graphs reconstructed by combining temporal shift embedding
at current snapshot with temporal consistency embeddings at cur-
rent/neighbor snapshots. The disentangled embeddings are used
for different downstream tasks.

3.2.2 Temporal-aware encoder. We design a temporal-aware en-
coder to extract the temporal shift information and temporal consis-
tency information. It should be noted that the weights of encoders
for temporal shift/consistency information are independent of each
other. Due to the evolution of dynamic graphs not only in terms of
node attributes and the addition/absence of nodes but also in terms
of topological dynamics of graph structure, in order to achieve
better graph disentanglement representation, it is essential to fully
capture the node embeddings along two dimensions: local connec-
tivity and global connectivity. To this end, we propose the local
connectivity encoder 𝐸𝑙 and global connectivity encoder 𝐸𝑔 .

(1) Local connectivity encoder The traditional graph convolu-
tion layer on graph𝐺 = (𝐴,𝑋 ) can be formulated as:𝐻 = 𝜎 (𝐴𝑋𝑊 ),
where 𝐴 is the normalized adjacency matrix of the input graph,𝑊
is the learnable parameter, 𝜎 denotes the activation function ReLU,
and𝐻 ∈ R𝑁×𝐷 is the node embedding of graph𝐺 . However, such a
simple graph convolution layer cannot describe the complex intra-
node and inter-node evolution relationship between two graphs
at consecutive time points. To incorporate the embeddings of the
previous time point in the graph convolution layer for graphs 𝐺𝑡 ,
we propose a dynamic graph convolution layer.

Let 𝑋 𝑡 be the node embedding matrix for graphs𝐺𝑡 . We assume
that the node embeddings 𝐻𝑡−1

𝑙
at 𝑡 − 1 have been updated with

a previous graph convolution layer. The extended graph convolu-
tion formulation can be defined as follows: 𝐻𝑡

𝑙
= 𝐸𝑙 (𝐺𝑡 ,𝐺𝑡−1) =



WSDM ’24, March 4–8, 2024, Merida, Mexico Lingwen Liu et al.

Global connectivity
encoder:

Cross Decoder

Encoding

Cross Decoder

Cross Decoder

Cross Decoder

Decoding

Edge Convolution 
Layer

Node Aggregation

Temporal-aware encoder:

Local connectivity
encoder:

Downstream (STDGL-s)

Pre-training (STDGL)

Temporal Shift

Temporal Consistency

Temporal Shift

Temporal Consistency

Pre-training loss:

Downstream loss:

Temporal Shift

Temporal Consistency

Link Prediction:

Node Classification:

Edge Classification:

ec

nc

lp

temporal shift  
embedding

temporal consistency 
embedding

temporal shift  
embedding

temporal consistency 
embeddingTemporal Shift

Figure 2: Illustration of the proposed STDGL. In the pre-training stage, our model includes an encoder-decoder architecture
to exploit the dynamic graphs with the self-supervised learning scheme. We aim to disentangle the representations into
temporal shift embedding 𝐹 ·𝑠 and temporal consistency embedding 𝐹 ·𝑐 by local connectivity and global connectivity encoders.
Then, we design a cross decoder for reconstructing the graph. Moreover, the temporal disentangling loss L𝑡 , the topology
reconstruction loss L𝑟𝑒𝑐 and the discrepancy loss L𝑑 are introduced to better encourage the discrimination of temporal shift
and temporal consistency embeddings. In the downstream stage, only the temporal shift embedding (named STDGL-s) is
used for graph-related tasks which are supervised by the cross-entropy loss. We preserve the three losses used during the
pre-training stage by a ratio of 0.5.

𝜎 ((𝜎 (𝐴𝑡𝑋 𝑡𝑊1);𝐻𝑡−1
𝑙

)𝑊2) where𝑊1 and𝑊2 are trainable param-
eters. The output node embeddings 𝐻𝑡

𝑙
capture information from

both the current and previous time points, allowing the model to
learn temporal dependencies in dynamic graphs.

(2) Global connectivity encoder Most recent works on dy-
namic graph representation learning only aggregate information
via a node’s local connections to generate the node embedding
[32]. However, these works cannot capture the global connectiv-
ity patterns of the node. To fully consider the node topology in-
formation in dynamic graphs, we propose a global connectivity
encoder to explore the global connectivity information and then
aggregate the information into node embeddings. Specifically, we
introduce a specialized edge convolution operation consisting of
vertical and horizontal convolution kernels, which is designed to ex-
plore the potential graph structure information by considering the
spatial topological association in the graph structure. To overcome
the expensive computation cost on large-scale graph adjacency
matrix 𝐴𝑡 of time point 𝑡 , we propose to divide the graph into
𝑠 sub-graphs {𝐴𝑡

{1} , 𝐴
𝑡
{2} , ..., 𝐴

𝑡
{𝑠 } |𝐴

𝑡
{𝑙 } ∈ RM×M }, each with M

nodes [4]. At first, we introduce a learnable semantic augmenta-
tion matrix 𝑆 ∈ [0, 1]M×M , to indicate the critical structure of the
graph. The enhanced graph structure can capture and highlight
the explicit interaction relation and the implicit semantic relation.
Specifically, we obtain the augmented graph structure 𝐴𝑡

{𝑘 } via

𝐴𝑡
{𝑘 } = 𝐴𝑡

{𝑘 } ⊙ 𝑆 .
The global connectivity encoder 𝐸𝑔 consists of an edge con-

volution layer and a node aggregation operation. To capture the

essential topological representation, we introduce an edge convo-
lution layer to globally leverage the connectivity by aggregating
the features of the all edges associated with the nodes at the two
ends of a connection. Our edge convolution layer involves multiple
cross-shaped kernels for edge embedding learning, which can be
formulated as:

𝐹 𝑡 = Concat(
M∑︁
𝑖=0

𝑤𝑣
𝑖 · 𝐴𝑡

{𝑘 }𝑖 · +
M∑︁
𝑗=0

𝑤ℎ
𝑗 · 𝐴

𝑡
{𝑘 } · 𝑗 )

𝑠
𝑘=1 (1)

where 𝑤𝑣
𝑖

∈ R1×M and 𝑤ℎ
𝑗
∈ RM×1 are learnable parameters

of vertical and horizontal convolution kernels, 𝐹 𝑡 ∈ RN𝑡×N𝑡 is
the topology embedding of 𝐴𝑡 . The edge convolution is capable of
enhancing the potentially important connections and generating en-
hanced edge embedding. Then the node embedding 𝐻𝑡

𝑔 is obtained
through modeling global connectivity patterns by an aggregation
operation as follows: 𝐻𝑡

𝑔 =
∑N𝑡

𝑖=0𝑤
𝑎
𝑖
· 𝐹 𝑡

𝑖 ·, where𝑤
𝑎
𝑖
∈ R1×N𝑡 is the

aggregation operator.
Obviously, our edge convolution operation is different from the

convolution operations on images. The spatial locality in our edge
convolution refers to the local connectivity topology associated
with a certain edge, while the locality of the image is the neighbor-
hood of pixels, as shown in Fig. 3. Moreover, global connectivity is
different from local connectivity, which is used in graph convolu-
tion. As Fig. 4 shown, the difference is that the local connectivity
pattern refers to the independent connection between a node and
its each neighbor, e.g., 𝑒12 or 𝑒13, while the global connectivity
pattern refers to the edge set of the associated connections, e.g.,
{𝑒12, 𝑒13, 𝑒14, 𝑒15, 𝑒56, 𝑒57, 𝑒58}, in which the associated connections
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Figure 3: Illustration of the comparison on spatial locality
between images and graphs. The difference is that the locality
in images denotes the elements that are close together (for
the (𝑖, 𝑗)-th element, the locality is the 3 × 3 neighborhood),
while the locality in the graph refers to the connectivity
structure associated with each edge (for the (𝑖, 𝑗)-th edge, the
locality is the edge set of 𝑒𝑖 · and 𝑒 · 𝑗 associated the 𝑖-th node
and 𝑗-th node), while the locality in the graph refers to the
global connectivity structure associated with each node.
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Figure 4: Comparison of local connectivity and global con-
nectivity. The orange arrows represent the message passing
from local neighbor nodes. The blue arrows represent the
interrelated connections for generating the edge embeddings
by considering the explicit topology patterns, and then the
edge embeddings are aggregated into the node embedding
globally (red arrows).

are interrelated and learned from each other. The edge sets asso-
ciated with two nodes of 𝑛1 and 𝑛5 contain potential topology. To
sufficiently leverage the edge set, the edge convolution operation
globally exploits the topological association in the connectivities
and enhances the useful edge embeddings.

Therefore, with the temporal-aware encoder, we obtain the tem-
poral shift embedding 𝐹 𝑡𝑠 = 𝐻𝑡

𝑙,𝑠
+ 𝐻𝑡

𝑔,𝑠 and temporal consistency
embedding 𝐹 𝑡𝑐 = 𝐻𝑡

𝑙,𝑐
+ 𝐻𝑡

𝑔,𝑐 .

3.2.3 Cross decoder. The purpose of the cross decoder is to re-
construct the graph structure at 𝑡 with the combination of the
temporal shift and temporal consistency embeddings. We assume
that the disentangled representation satisfies the following condi-
tions: 1) An original graph can be reconstructed by its disentangled
temporal shift and temporal consistency embeddings at the cur-
rent time point. 2) An original graph can be reconstructed by its
disentangled temporal shift embedding at the current point and
the temporal consistency embedding disentangled from the origi-
nal graph at the previous time point, as the temporal consistency
embedding captures the evolution mode that changes slowly or
remains consistent. Therefore, the cross decoder receives two in-
puts, e.g., the temporal shift embedding and the temporal consis-
tency embedding at 𝑡 , or the temporal shift embedding at 𝑡 and
the temporal consistency embedding at 𝑡 − 1, and produces the hy-
brid embeddings 𝐻 {𝑡,𝑡 } or 𝐻 {𝑡,𝑡−1} , which is defined as: 𝐻 {𝑡,𝑡 } =

MLP(𝐹 𝑡𝑠 + 𝐹 𝑡𝑐 ); 𝐻 {𝑡,𝑡−1} = MLP(𝐹 𝑡𝑠 + 𝐹 𝑡−1𝑐 ). Finally, we obtain the
reconstructed graph adjacency matrices 𝐴{𝑡,𝑡 } = 𝐻 {𝑡,𝑡 } (𝐻 {𝑡,𝑡 } )𝑇
and 𝐴{𝑡,𝑡−1} = 𝐻 {𝑡,𝑡−1} (𝐻 {𝑡,𝑡−1} )𝑇 .

3.2.4 Loss. (1) Temporal disentangling loss. We assume that
the temporal consistency embedding of graphs at two consecutive
time points are similar, while the temporal shift embedding are
dissimilar. Hence, we design a temporal disentangling loss:

L𝑡 =

𝑇∑︁
𝑡=2

[
𝑑𝑖𝑠 (𝐹 𝑡𝑐 , 𝐹 𝑡−1𝑐 ) − 𝑑𝑖𝑠 (𝐹 𝑡𝑠 , 𝐹 𝑡−1𝑠 ) + 𝛽

]
(2)

where 𝑑𝑖𝑠 (𝑥,𝑦) = ∥𝑥 − 𝑦∥2 is the distance function, and 𝛽 is the
toleration value.

(2) Topology reconstruction loss. In order to learn meaningful
embedding of graphs, we propose a reconstruction loss to constrain
the topology consistency of the original and reconstructed graphs.
The topology reconstruction loss is defined as:

L𝑟𝑒𝑐 =

𝑇∑︁
𝑡=1

𝑑𝑖𝑠 (𝐴{𝑡,𝑡 } , 𝐴𝑡 ) +
𝑇∑︁
𝑡=2

(𝑑𝑖𝑠 (𝐴{𝑡,𝑡−1} , 𝐴𝑡 ) + 𝑑𝑖𝑠 (𝐴{𝑡−1,𝑡 } , 𝐴𝑡−1))

(3)
(3) Discrepancy loss. From the graph structural similarity as-

pect, we assume that the reconstructed graph 𝐴{𝑡,𝑡−1} from the
combination embedding 𝐻 {𝑡,𝑡−1} should be consistent with 𝐴{𝑡,𝑡 }

from𝐻 {𝑡,𝑡 } . Hence, we propose a discrepancy loss to regularize the
disentanglement process as follow:

L𝑑 =
1

N𝑡 (N𝑡 − 1)
∑︁
𝑢

∑︁
𝑘≠𝑢

k
(
𝐴
{𝑡,𝑡 }
𝑢 , 𝐴

{𝑡,𝑡 }
𝑘

)
− 2

1
N𝑡 · N𝑡

∑︁
𝑢

∑︁
𝑘

k
(
𝐴
{𝑡,𝑡 }
𝑢 , 𝐴

{𝑡,𝑡−1}
𝑘

)
+ 1
N𝑡 (N𝑡 − 1)

∑︁
𝑢

∑︁
𝑘≠𝑢

k
(
𝐴
{𝑡,𝑡−1}
𝑢 , 𝐴

{𝑡,𝑡−1}
𝑘

) (4)

where k(·) is the Gaussian kernel function.
Overall loss. With the above defined losses, the overall loss of

the pre-training stage can be defined as:L𝑝𝑡 = L𝑡+𝜆𝑟𝑒𝑐L𝑟𝑒𝑐+𝜆𝑑L𝑑

where 𝜆𝑟𝑒𝑐 denotes the weight of L𝑟𝑒𝑐 , and 𝜆𝑑 denotes the weight
of L𝑑 . In this paper, we set 𝜆𝑟𝑒𝑐 = 0.01, 𝜆𝑑 = 0.05.

After the pre-training stage, we leverage the cross-entropy loss
to supervise the link prediction, node classification and edge classi-
fication tasks. Besides, We found that incorporating the pre-training
loss of representation disentanglement as an auxiliary objective
to the fine-tuning downstream tasks facilitates improving the gen-
eralization of the supervised model and accelerates convergence.
Hence, we preserve the loss L𝑝𝑡 used during the pre-training stage
by a ratio of 𝜆𝑝𝑡 , we set 𝜆 = 0.5 in this paper. This allows the model
to further learn the temporal shift information under the guidance
of the graph-related tasks.

4 EXPERIMENTS
In this section, we aim to answer the following three questions to
analyze dynamic node embedding quality:

• Q1: How does only the disentangled temporal shift embed-
ding behave on link prediction, edge classification and node
classification tasks?
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Table 2: Summary of datasets and task split. lp: link predic-
tion. ec: edge classification. nc: node classification

Name #Edges #Nodes #Snapshots train(%)/val(%)/test(%)
Reddit-B 286,561 35,776 178 lp: 80/10/10
Reddit-T 571,927 54,075 178 lp: 80/10/10
UCI-M 59,835 1,899 29 lp: 80/10/10

Bitcoin-OTC 35,592 5,881 279 lp: 80/10/10; ec: 70/10/20
Bitcoin-Alpha 24,186 3,783 274 lp: 80/10/10; ec: 70/10/20

Elliptic 234,355 203,769 49 nc: 65/10/25

• Q2: Can STDGL learn the potential and transferable tempo-
ral node embedding via pre-training, which is beneficial for
various graph analysis tasks?

• Q3: How does our self-supervised learning paradigm assist
in understanding dynamic graphs via disentanglement?

4.1 Datasets and Evaluation Metrics
We evaluate our model on six different datasets. Concretely, Reddit-
T and Reddit-B are networks of hyperlinks in titles and bodies of
Reddit posts, respectively [12]. UCI-M dataset consists of private
messages sent on an online social network system among students
[24]. Bitcoin-OTC and Bitcoin-Alpha contain who-trusts-whom
networks of people who trade on the OTC and Alpha platforms
[13, 14]. Elliptic is a bitcoin transaction network, where each node
represents one transaction and the edges indicates the payment
flows. The aim is to categorize the unlabeled transactions. Table 2
provides summary statistics of the above-mentioned datasets.

We choose mean reciprocal rank (MRR) and AUC as evaluation
metrics for link prediction. For each node 𝑣 with a positive (real)
edge (𝑣,𝑢) at 𝑡 + 1, we randomly sample 100 negative (nonexistent)
edges emitting from 𝑣 and predict the rank of edge (𝑣,𝑢)’s score
among all other negative edges. MRR score is the mean of reciprocal
ranks over all nodes 𝑢. We run each experiment with 3 random
seeds following the experimental setting in [31]. We choose the F1
score for both edge classification and node classification tasks to
evaluate the model performance.

4.2 Methods for Comparison
To comprehensively evaluate the performance of multiple tasks, we
compare our STDGL with state-of-the-art models. Specifically, the
comparable methods can be grouped into three categories: static
graph embedding learning (i.e., Graph Attention Networks (GAT)
[29] and GraphSAGE [6]), supervised dynamic graph embedding
learning (i.e., Graph Convolutional Recurrent Networks (GCRN)
[27], Evolving Graph Convolutional Networks (EvolveGCN) [25],
Temporal Graph Convolutional network (TGCN) [33], DGCRN [15],
CAW-N [30] and DySAT [26]) and self-supervised dynamic graph
embedding leaning (i.e., Debiased Dynamic Graph Contrastive
Learning (DDGCL) [28]).We compare our STDGLwith GCN, GCRN,
EvolveGCN and DDGCL on edge or node classification tasks.

4.3 Results analysis (Answer for Q1)
We evaluate four models: STDGL -w/o Pre-training , STDGL-s (uti-
lizing temporal shift embedding), STDGL-c (utilizing temporal con-
sistency embedding) and STDGL-both (utilizing both embeddings).
The results in Table 3 and 4 show that STDGL-s performs better
than the comparable methods, achieving a new state-of-the-art in

most cases, which demonstrates that the proposed self-supervised
learning paradigm can provide a promising solution to model com-
plex and nonlinearly evolving processes of the dynamic graph,
leading to improved performance among graph-related tasks. In
addition, we highlight the following observations:

Link prediction.We can observe that STDGL-s and STDGL-both
perform generally better than other supervised and self-supervised
graph learning models across all datasets except the UCI-M dataset.
Especially, STDGL-s outperforms STDGL-c and STDGL-both across
all datasets, which suggests the importance of temporal shift infor-
mation in understanding dynamic graphs for link prediction. How-
ever, STDGL-c does not yield better performance, and STDGL-both,
which utilizes both embeddings, also performs inferior to STDGL-s,
indicating that the learned temporal consistency embedding does
not contribute to the link prediction. The reason is that the tem-
poral consistency embedding fails when nodes exhibit significant
and complicated evolutionary behaviors in the dynamic graphs.
Moreover, STDGL-s significantly outperforms the self-supervised
method, DDGCL, across all the datasets, notably on the Bitcoin-
OTC dataset, achieving improvements of 9.9% and 14.1% in terms
of MRR and AUC, respectively. This demonstrates the benefits and
potential of a well-designed pretext task that explores temporal in-
formation components for dynamic graph learning. Since the MRR
score evaluates the dynamic graph model across all time points,
it fails to reflect the model performance in modeling short-term
evolution patterns [31]. Thus, to evaluate the model performance
of modeling embeddings with short-term data, we report MRR@10
and MRR@20, which calculate the MRR score at only the earliest
10% and 20% time points, respectively. It is a more challenging task
due to the limited available samples and insufficient temporal corre-
lation. The results show that STDGL-s outperforms other methods
in terms of MRR@10 and MRR@20, indicating that temporal shift
embedding is robust for the short-term link prediction.

Node classification. We perform the task of node classifica-
tion on the Elliptic dataset. Following the setting in [25], we only
report the minority F1 value here. We can see that all the three
version methods outperform the compared models, and STDGL-
Both achieves the best result, indicating the effectiveness of STDGL
on the node classification task. Besides, we can see that with the
only temporal shift embedding, our model can achieve better per-
formance than the temporal consistency embedding on the node
classification task, which further validates our assumptions.

Edge classification. From the results shown in Table 4, we
can observe that STDGL-c obtains the best F1 score (87.6%) on
the Bitcoin-Alpha dataset, and slightly underperform STDGL-s on
the Bitcoin-OTC dataset, indicating that STDGL-c is effective in
edge classification. Interestingly, on the same Bitcoin-Alpha dataset,
STDGL-c performs well in edge classification but behaviors poorly
in link prediction, while STDGL-s performs better for link predic-
tion than edge classification. It demonstrates the distinct contri-
butions of temporal shift and consistency embeddings to different
tasks on the same dataset. Moreover, STDGL-s yields the best per-
formance on the Bitcoin-OTC dataset but performs inferior to the
other two versions on the Bitcoin-Alpha dataset, demonstrating that
various dynamic graph datasets exhibit different graph evolution
modes, which have distinct impacts on temporal graph learning.
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Table 3: Comparison with the state-of-the-art link prediction methods on the five datasets in terms of MRR and AUC. The best
results are bold in red and the second best results are bold in blue. Pre: Pre-training.

Model Reddit-T Reddit-B UCI-M Bitcoin-OTC Bitcoin-Alpha

MRR@10MRR@20 MRR AUC MRR@10MRR@20 MRR AUC MRR@10MRR@20 MRR AUC MRR@10MRR@20 MRR AUC MRR@10MRR@20 MRR AUC
GAT [29] 25.1±1.4 24.4±1.5 27.1±1.4 65.5±1.7 17.8±1.0 17.0±1.4 19.8±1.7 61.4±0.9 6.8±1.0 8.9±1.1 8.8±0.9 65.6±1.5 3.8±0.9 4.5±1.6 7.6±1.7 54.7±0.9 13.2±1.6 13.5±1.2 14.5±1.4 57.3±1.4

GraphSAGE [6] 30.9±1.4 27.8±1.0 33.1±1.8 68.1±1.7 19.2±1.6 22.9±1.8 24.3±1.5 63.3±0.9 8.2±1.7 9.4±1.5 10.3±1.4 68.8±1.9 7.1±1.8 7.5±1.8 8.8±1.1 56.6±1.6 15.9±1.7 16.3±1.5 15.1±0.7 60.3±2.1
GCRN [27] 31.6±1.7 32.9±0.8 33.8±1.4 72.9±1.5 19.0±1.6 19.3±1.6 21.7±0.9 67.9±0.8 10.4±0.9 8.8±1.5 8.9±0.7 71.2±1.6 19.1±0.8 17.1±1.9 17.3±1.5 64.1±1.6 16.5±0.9 18.8±1.5 21.0±1.4 64.8±0.7

EvolveGCN [25] 29.5±0.8 34.0±1.3 35.1±1.9 69.7±1.7 27.7±0.8 35.6±1.3 43.1±1.5 87.9±0.8 9.2±1.5 13.3±0.9 14.6±1.6 76.9±1.4 15.3±0.9 14.9±1.5 14.2±1.4 65.1±0.8 20.4±1.4 27.1±1.6 23.4±0.8 79.3±1.0
TGCN [33] 43.1±1.1 46.2±1.2 49.1±1.4 65.3±0.8 51.0±1.5 53.7±0.9 55.1±1.6 82.1±1.8 10.3±1.1 13.9±1.5 13.0±1.6 74.0±0.9 14.4±0.7 14.9±1.4 18.3±1.6 63.0±0.9 20.4±1.7 18.8±0.8 16.9±1.5 75.0±0.7
DGCRN [15] 49.4±0.6 56.6±0.5 66.1±0.9 95.8±0.8 48.5±1.8 54.3±1.4 57.3±1.3 95.1±0.8 19.1±0.7 22.6±1.4 23.9±0.9 86.5±1.5 24.1±0.8 19.9±1.6 19.4±0.9 77.9±1.4 27.7±0.7 30.4±1.6 35.1±1.0 85.9±1.1
CAW-N [30] 46.4±1.8 46.7±1.9 46.8±2.3 94.1±1.6 45.9±1.5 45.4±1.7 46.0±0.8 93.1±1.3 28.4±0.9 28.8±0.7 28.4±1.7 92.7±0.8 23.8±1.6 23.3±0.9 24.9±1.8 80.1±1.5 26.2±1.5 27.3±0.8 29.2±1.8 75.0±0.9
DySAT [26] 48.1±0.9 51.8±1.7 60.2±1.5 92.8±1.1 54.6±2.1 57.4±0.7 60.2±1.9 90.7±0.7 19.1±1.6 21.3±1.8 29.3±0.9 83.9±1.3 27.1±1.4 27.6±0.4 26.2±1.4 82.7±1.7 25.3±0.8 23.9±1.5 26.8±0.8 87.3±0.7
DDGCL [28] 51.2±1.6 55.7±0.8 64.3±1.7 96.3±1.9 57.1±0.6 59.9±1.8 64.1±1.8 95.5±1.4 23.1±1.5 24.8±1.9 27.1±1.6 85.8±1.8 18.4±1.8 19.3±1.5 18.8±0.9 71.3±0.8 27.0±1.3 28.1±1.9 35.4±1.688.2±0.9

STDGL -w/o Pre 50.1±1.3 56.5±0.7 66.3±0.6 95.8±0.5 50.4±1.3 56.6±1.5 61.2±1.7 96.6±1.4 20.1±0.8 23.9±0.8 23.9±0.7 86.8±0.6 24.4±1.7 21.5±1.8 24.1±1.4 80.9±0.8 27.6±1.4 25.8±1.1 31.0±0.7 83.3±1.5
STDGL-c 51.0±1.4 56.7±1.3 66.2±1.3 95.9±0.6 50.5±1.1 56.6±0.9 61.7±0.9 96.7±1.0 21.3±1.2 24.1±1.1 23.9±0.4 87.4±0.7 25.1±0.9 21.6±0.5 24.5±0.8 81.1±1.6 27.9±1.2 25.7±1.1 31.5±0.7 84.5±0.8
STDGL-s 58.0±0.7 61.9±0.8 69.0±0.998.0±0.6 58.8±0.7 63.1±0.8 67.8±0.697.2±0.7 24.3±1.4 26.5±0.8 29.5±0.390.3±0.5 29.7±1.5 28.0±0.7 28.7±0.685.4±0.8 29.4±0.9 25.7±1.7 36.0±1.687.4±0.9

STDGL-both 57.1±0.8 60.3±1.5 68.1±0.897.2±0.7 54.4±0.8 57.8±0.6 63.8±0.8 97.1±0.9 22.0±0.9 24.8±0.7 25.3±0.6 89.1±0.8 26.9±0.7 23.3±0.7 25.5±0.9 84.1±1.5 28.9±0.8 24.5±1.4 32.8±0.9 84.5±1.1

Table 6: Comprehensive ablation experiments to verify the
effectiveness of each proposed component.

Model Reddit-T Reddit-B
MRR AUC MRR AUC

STDGL -w/o 𝐸𝑙 65.8 94.7 65.1 97.0
STDGL -w/o 𝐸𝑔 67.1 96.2 67.2 97.1
STDGL -w/o Pre-training 66.3 95.8 61.2 96.6
STDGL-s - Pre-training on Reddit-T - - 64.2 97.1
STDGL-s - Pre-training on Reddit-B 67.1 97.5 - -
DDGCL (linear probing) 45.3 62.1 43.9 61.8
DDGCL (fine-tuning) 66.3 95.8 61.2 96.6
STDGL-s (linear probing) 50.4 63.3 45.9 62.6
STDGL-s (fine-tuning) 69.0 98.0 67.8 97.2

Table 4: Comparison of node/edge classification performance
on three datasets in terms of F1. The two best results are bold
in red and blue, respectively.

Model Node classification Edge classification

Elliptic Bitcoin-OTC Bitcoin-Alpha
GCN [11] 42.9±1.9 80.1±1.3 77.3±1.6
GCRN [27] 60.9±1.4 82.2±1.7 68.1±1.2
EvolveGCN [25] 57.3±1.2 86.2±0.9 81.0±1.4
DDGCL [28] 60.3±1.8 88.1±1.2 82.3±1.1
STDGL-c 61.5±0.8 88.9±0.4 87.6±0.6
STDGL-s 61.8±1.1 89.2±0.7 86.5±0.5
STDGL-both 62.5±0.9 88.6±0.8 86.9±0.3

Table 5: Effectiveness of the proposed components in STDGL.
The best results are bold. Pre: Pre-training. Bit-O: Bitcoin-
OTC. Bit-A: Bitcoin-Alpha.

Model Losses
𝑆

Reddit-T Reddit-B UCI-M Bit-O Bit-A
L𝑡 L𝑟𝑒𝑐 L𝑑 MRR AUC MRR AUC MRR AUC MRR AUC MRR AUC

STDGL -w/o Pre - - - - 66.3 95.8 61.2 96.6 23.9 86.8 24.1 80.9 31.0 83.3

STDGL-s

✓ 66.5 96.0 61.6 96.7 24.4 86.1 25.5 81.8 33.4 84.7
✓ ✓ 67.4 96.9 63.8 96.9 26.1 87.7 27.1 82.2 35.0 84.8

✓ ✓ ✓ 68.2 97.4 65.4 97.0 27.9 89.4 27.6 83.1 35.1 85.1
✓ ✓ ✓ ✓ 69.0 98.0 67.8 97.2 28.0 89.5 28.7 85.4 36.0 87.1

4.4 Ablation Study
We show an ablation analysis of different losses and the seman-
tic augmentation matrix 𝑆 in STDGL-s in Table 5. Compared with
STDGL -w/o pretraining, STDGL-s with L𝑡 achieves improved per-
formance, validating its advantages for the various downstream
tasks. The improvement achieved by STDGL-s using L𝑟𝑒𝑐 and L𝑑

indicates the capability of encoder-decoder framework in capturing
the hidden embeddings. STDGL-s with all three losses performs
a higher result than using only L𝑡 or both L𝑟𝑒𝑐 and L𝑑 , indi-
cates these multiple losses can collaborate boosts the disentangled
representation learning. Besides, we observed that semantic aug-
mentation matrix 𝑆 yields a significant improvement to our model,
especially improvements of 0.8% MRR and 0.6% AUC obtained by
incorporating the semantic matrix on Reddit-T dataset, respectively.

In addition, to justify the effectiveness of the local connectivity
and global connectivity encoders, a careful ablation study is con-
ducted on the Reddit-T and Reddit-B datasets (the first part of Table
6). It corroborates that the local connectivity and global connectiv-
ity encoders are both effective and necessary for node embedding
learning. This result also demonstrates that modeling the node con-
nectivity from the local and global perspectives is complementary.
In other words, modeling global connectivity provides a powerful
complement to the common graph convolution operation.

4.5 Discussion
4.5.1 Partial fine-tuning. Weevaluate the pre-training performance
of STDGL-s and DDGCL [28] with two strategies including fine-
tuning and linear probing. The results in Table 6 demonstrate that
our STDGL-s surpasses DDGCL on Reddit-T and Reddit-B datasets
in both fine-tuning and linear probing, which indicates that STDGL-
s is capable of capturing the critical embedding of the data itself
in the pre-training and yield better generalized representations
regardless of linear probing and fine-tuning.

4.5.2 Transfer learning (Answer for Q2). To further investigate the
generalization ability of STDGL in representation learning, we
compare the pre-trained models from pre-trained individually on
the same and different datasets with the model from scratch, the
results are shown in the second part of Table 6. We can find that the
model pre-trained from the Reddit-T/Reddit-B for link prediction on
Reddit-B/Reddit-T achieves better performance than themodel from
scratch, demonstrating that STDGL-s can learn more transferable
representations to achieve better generalization and robustness via
pre-training. The results again demonstrate that self-supervised
learning enables the model to learn more generalized informative
knowledge through well-designed pretext tasks from the data itself
to achieve better performance.
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Figure 5: Visualization of the graph evolution on the Bitcoin-OTC dataset. The temporal graph evolution is shown wrt. the
difference of graph structure. We also visualize the original graph𝐺𝑡 , the graph 𝐴𝑡

𝑠 reconstructed by temporal shift embedding
𝐹 𝑡𝑠 , and the graph 𝐴𝑡

𝑐 reconstructed by temporal consistency embedding 𝐹 𝑡𝑐 to better analyze the graph evolution trend. The 𝐴𝑡
𝑠

and 𝐴𝑡
𝑐 are obtained by the consecutive graph 𝐺𝑡−1 and 𝐺𝑡 with temporal shift and consistency embeddings, respectively.

Table 7: Results of various disentangling by number of con-
secutive graphs.

Model Consecutive Reddit-B Bitcoin-OTC Elliptic
MRR AUC F1 F1

STDGL-s
2 67.8 97.2 89.2 61.8
3 64.9 96.4 84.9 58.0
4 62.2 96.1 83.1 58.1

4.5.3 The effect of the number of consecutive graphs. Our goal is
to investigate whether more successive graphs engaged can better
disentangle the embeddings and improve the performance by better
modeling the temporal correlation. We conducted experiments on
the three downstream tasks, as shown in Table. 7. We find that using
three or four successive graphs becomes worse compared to only
two consecutive graphs, which suggests that the most recent infor-
mation is more influential than the earlier ones. This observation is
also consistent with the Markov assumption, which also suggests
that the current state is mainly influenced by the nearest state [7].
Moreover, involving more successive graphs leads to introducing
irrelevant information and noise to the disentanglement process,
limiting the model’s ability to capture the evolution dependencies of
graphs. Besides, if leveraging more than two successive graphs, the
amount of available nodes which simultaneously exist across the
multiple adjacent graphs becomes limited, resulting in insufficient
data for training our model.

4.5.4 Visualization of temporal shift and temporal consistency graphs
(Answer for Q3). In order to verify that temporal shift embedding
can reflect the critical temporal evolution mode, we provide a qual-
itative analysis showing that the reconstructed temporal shift and
consistency graphs through the disentangled latent embeddings
are consistent with the evolution of the original temporal graphs.
In this study, the original temporal graph evolution is intuitively
reflected by the structural difference between graphs 𝐺𝑡 and 𝐺𝑡+1.
From Fig. 5, We observe a global trend where a larger structural
difference corresponds to a higher density of temporal shift graphs,
e.g., 𝐴4

𝑠 and 𝐴9
𝑠 , demonstrating that the temporal shift embedding

can capture significant characteristics of graph evolution. Interest-
ingly, the temporal shift graphs are more sparse than the original

graphs and temporal consistency graphs, and there is a significant
difference between the two consecutive temporal shift graphs. It is
obvious that the reconstructed temporal shift graphs are consistent
with the perceptual difference in graph structure. The temporal shift
information provides insight into the inherent evolving patterns
and allows us to understand the natural mechanisms of dynamic
graph analysis task By disentangling the temporal shift informa-
tion from temporal consistency information, we can make a deeper
analysis of the dynamic graph’s evolution nature.

5 CONCLUSION
Traditional dynamic graph embedding learning models have the
limitations of insufficient consideration of complex temporal char-
acteristics and their impacts on graph dynamics. In this study, we
design a Self-supervised Temporal-aware Dynamic Graph represen-
tation Learning framework named STDGL for dynamic graph learn-
ing to address the mentioned limitations. Since dynamic graphs
evolve in terms of node and edge attributes over time, STDGL
learns dynamic node embeddings from both the node local as well
as global connectivity perspectives and disentangles the graph prop-
erties into temporal shift and temporal consistency parts during
pre-training. To constrain the disentangling, we introduce temporal
disentangling loss, topology reconstruction loss and discrepancy
loss to ensure the identification of temporal shift and temporal con-
sistency embeddings. Then, the disentangled temporal embeddings
are used for the dynamic graph tasks including link prediction, edge
classification and node classification. Our experiment results on
real-world datasets indicate significant performance over existing
static and dynamic graph embedding learning methods, and sug-
gest self-supervised learning based on well-designed representation
disentangling pretext task is essential for dynamic graph learning.
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