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ABSTRACT
In building an automated conversation agent, that attempts to con-
verse with a human with as human-like as possible manner, we
require the agent to identify which dialogue act, or class, the sen-
tence belongs to. Determining the sentence class of a spoken phrase
is helpful in building an intelligent companion, because without it
the response may seem out of place. In written language, sentences
can be classified into three classes: Declarative, Interrogative, and
Imperative. These classes indicate which dialogue act the sentence
belongs to. What our system does is take spoken text, which con-
tains no punctuation, and classify the text into the three aforemen-
tioned classes. In conversation, the type of spoken text can indicate
the type of required response. Our system is able to classify spo-
ken text with 82% accuracy on our semi-automatically constructed
dataset.

1. INTRODUCTION
Around 41 million Americans are 65 and older, and they make up
about 13% of the total U.S. population. Due to rising life expectan-
cies world-wide, the population of seniors living alone at home
is increasing. According to the U.S. Census Bureau projections,
by 2050, one-in-five Americans will be 65 or older, and at least
400,000 will be 100 years or older [2]. Not all will be living as-
sisted in collective dwellings. A large proportion will be living in
their own homes, and very often alone. In 2011, the Census of
Population in Canada counted nearly 5 million seniors aged 65 and
over of which 92.1% lived in private households [15]. The benefits
of companionship for the elderly to maintain a good state of their
physical and mental health has been demonstrated [11] and many
seniors’ companionship services exist. However, these services are
not always available and certainly do not scale with the expected
significant rise of seniors’ population. One solution is a software
agent that could converse intelligently and could be embedded in
tablets or other domestic appliances.

We have built a prototype conversation agent named ANA (Auto-
mated Nursing Agent) that attempts to converse with the elderly.
The intent is not to challenge the Turing Test [5] but to create
an adaptive conversational agent that can generate and exchange
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pleasing fluent dialogues for the elderly. ANA not only answers
questions, reminds the interlocutor of occurrences such as taking
medicine or going to an event, but also generates questions or per-
sonalized statements. This is done by dynamically creating a per-
sonalized knowledge base about the interlocutor and exploiting this
knowledge base during the dialogue. ANA’s input is text via a
speech-to-text module, and the output is also text that is converted
by means of a text-to-speech module. For ANA, identifying the
sentence class in the input is crucial in order to determine the fol-
lowing action such as answering a question, populating the knowledge-
base or generating a statement response.

Much work has been done in the field of speech act identification
(SAI). This field attempts to determine the function of a particu-
lar utterance. These functions can vary depending on the domain
needed. An example of this would be in emails it is necessary to
know when a person is requesting the help of another person. In
this scenario the function we would want to identify are requests or
commands. Another example would be trying to identify questions
or inquiries. The paper by [9] attempts to extract questions from
Twitter. There are many different ways to categorize sentences and
in this paper we assume there are three types: declarative (state-
ments), interrogative (questions), and imperative (requests).

We have created a conversational agent named ANA that converses
with a human. ANA’s goal is to communicate with the elderly and
improve the quality of their life. This is similar to the Chester
project from Allen et al. which also uses conversation to assist
users [1]. They focus more on providing the user with information
about their medication.

To make an intelligible response ANA must be able to classify the
input into either a question, request, or statement. If a question
is detected ANA will attempt to answer that question. Potential
questions could be related to the news, weather, or about the user’s
family. Similarly if a request is detected ANA will attempt to fulfil
the request. This could mean alerting the nurse, opening the win-
dow, or calling a family member. It is important to identify the type
of input, because this will lead to a better response. Applications
such as Google Now or Siri use a method to distinguish between
questions, commands, and statements.

There are many problems in determining the function of a sentence.
Our primary assumption is that we do not have access to the proper
punctuation. Without punctuation this task becomes much more
difficult. Usually if the sentence ends with a question mark we can
assume it is a question. However the data in which we run our
experiments does not have access to this.



In this paper we assume that a sentence can only belong to one
class. This is not always true in practice. For example, “Do you
have the time?". This can be a request (imperative) or question
(interrogative).

Another aspect that is difficult to detect is the intonation of the sen-
tence. The way a sentence is intonated can determine the class even
if the content is identical. Take almost any simple sentence, such as
“I like fish", change the intonation, and it will become a different
class.

You walk to school everyday. (dec)

You walk to school everyday? (int)

You walk to school everyday. (imp)

There are times when this is impossible to decipher. However, there
are still distinguishing features among the three classes that can aid
us in our task.

We propose a support vector machine with hand crafted features for
this task. We will use part of speech (POS) ngrams, word ngrams,
parsing, and word clusters to model the data. We believe we are the
first to use word cluster features for speech act identification.

This paper solely focuses on the problem of sentence function iden-
tification. The aspects related to knowledge base construction and
building an intelligent agent are not addressed here in.

In this paper we will first discuss previous work regarding identify-
ing sentence function. We then elaborate on our proposed method
and the experiments. Finally we conclude with a discussion of our
results, and hints for future work.

2. RELATED WORK
For the task of speech act identification a sentence is classified in
different speech acts. Various work has been done in the field of
question detection in twitter, email, and online discussion boards.
Requests detection has been applied to the email and message board
domains.

Searle published various works in the field of speech acts that pro-
vides a solid foundation language and dialogue [12] [13]. He dis-
cusses philosophical ideas associated with language and introduces
a taxonomy of speech act classes.

Stolcke et al. implement a system that uses statistical methods to
model discourse structure for conversational speech [16]. They de-
fined 42 ‘dialog’ acts, such as yes-no questions or apologies, and
labelled the switchboard telephone dataset with these acts. They
focus on using statistical models such as a hidden markov model to
calculate discourse probabilities. For example, if the previous sen-
tence was a question what is the probability of the current sentence
being a question.

A few papers have attempted to label emails with speech acts. The
main idea here is to identify “intent" or “purpose". Cohen et al.
discuss identifying requests for meetings or sentences that provide
information [3]. They have different classes such as requests, com-
mitments, proposals, and reminders. To identify these classes they
implement a support vector machine with features such as ngrams

and part of speech phrases. Similarly [8]’s paper also attempt to
find actions within emails. They also use a support vector machine
with various features to accomplish this task.

There was a semi-supervised approach to speech act identification
from [6] that used sub tree pattern mining. They had classes such
as statements, rejections, yes-no-questions, wh-word-questions, or
uncertain responses. Their work was done on forum and email data.

The work by [10] attempts to identify speech acts within message
board posts. The type of language used is similar to what we would
like to use in ANA. They try to extract four different speech acts
from the first post: commissives, directives, expressives, and rep-
resentatives. The key difference is that they assume a message can
contain multiple speech acts where as we attempt to classify the en-
tire sentence. They implement an support vector machine (SVM)
classifier with various hand crafted features to solve this problem.

In [9] they attempt to identify questions within tweets. The first task
is to find tweets that contain questions. For this they use the Prefix
Span algorithm which attempts to find frequent sub sequences or
sets of words to use as features. Next they use both a unsupervised
and supervised approach with various features to extract the ques-
tion from the tweet. This paper also has to deal with noisy text data
that is frequent within tweets.

[14] attempt to detect questions and answers from emails. They
also use a machine learning approach with discriminative POS bi-
grams combined with beginning ngrams and ending ngrams. [4]
also attempts to detect question/answer pairs, but their domain is in
forum posts. They attempt to leverage labelled sequential patterns
which combine POS tags and words.

All of the previous works have different definitions for speech acts.
They choose the classes that suit their task and our work is no
different. Most of the methods use both patterns and supervised
learning. The data used is a combination of informal and formal
language.

3. METHOD
We previously discussed how various classes for speech act identi-
fication are defined depending on the task. We decided to use the
classes: declarative, interrogative, and imperative because they fit
into ANA’s definition of a potential user utterance. The imperative
necessitating assistance in execution of commands; interrogative
requesting an answer to a specific question via a search on the Inter-
net or a query to the personalized knowledge base; and declarative
providing an opportunity to extract information for the knowledge
base or simply enticing a response for a dialogue.

3.1 Speech Act Definition
Declarative: A declarative sentence states a fact. These sentences
occur the most in articles, book, and news. Each sentence has a
definitive subject and object. They attempt to relay information or
an idea. It is difficult to determine distinctive features of these sen-
tences because they vary tremendously. Usually we can identify
them based on their punctuation, but we would like to find alterna-
tive ways to detect them.

Usually in conversation declaratives state facts about the individu-
als such as “I like cake" or “I am 25 years old". It is possible for a
user to state a fact similar to a news article.



Interrogative: An interrogative sentence asks a question. Normally
these end with a question mark in written text, but in our case they
are absent. There are many aspects that make a sentence interroga-
tive. They usually begin with a wh-word such as who, what, when,
etc. They can also end with tag phrases such as “don’t you" or
“right". The person speaking usually wants information from the
listener. This could be a new piece of information or a clarification
on a previous statement.

Imperative: An imperative sentence is a request or command. These
are common in driving directions, access to functionalities on a
smart phone, cooking recipes, and explanations on how to finish a
task. They also occur in spoken text when the speaker wants the
listener to help them somehow. They can even be as simple as one
word such as “move" or “go". In our context most imperatives are
between two people.

Function Example
Declarative I like to eat cheese cake.
Interrogative What does Phil like to eat?
Imperative Open the window please.

Table 1: Examples of Sentences and their Class

3.2 Features
In this section we will discuss the features we opted to use. Most
of these features are very popular in the current literature such as
lexical and syntactic features. However we have not seen other
attempts to leverage dependency parsing or word clusters for the
speech act identification task. We will now briefly describe the
features we use.

Discriminative POS Ngrams: The idea here is that many of these
sentences contain a certain grammar structure that could potentially
identify them. This is why we chose to use POS ngrams. We went
through each class of sentence and found all frequent POS bigrams.
Next we needed to eliminate the bigrams that were not frequent
which meant the bigrams that appeared less than three times. This
was to make sure that a bigram was important to a particular class.
We found that bigrams and trigrams were the most effective.

The reason we wanted to use POS ngrams was because various
phrases within the same class have similar part of speech patterns.
Here are two examples: “Open the window", “Call the Doctor".
They both possess the same POS representation “VB DET NN".

Ngrams: There are phrases and sequences of words that are very
influential in certain sentences. We evaluate different unigrams, bi-
grams, and trigrams with pointwise mutual information to see if
they would be valuable to use as features. The motivation behind
this feature set is that there are phrases that are specific to one class.
Tag questions usually end with a similar phrase. “You like pizza,
right?" or “You like pizza, don’t you?". Again we used both bi-
grams and trigrams in our task.

Dependency Links: We suspect that parsing could potentially be
useful in our task. Certain dependency links are present in sen-
tences that determine which function it is. We consider pairs of
links as features in this work. How exactly are these extracted?
First we find the root of the sentence and extract all of the outgoing
links. Second we find all of the dependent nodes and find all of the
outgoing links of those nodes. So for one sentence we will extract
multiple pairs of dependency links. Take the link pair “nsubj →

det". This link pair occurs very frequently within declarative state-
ments such as “The concert begins in two hours.". In Figure 1 the
extracted pairs would be “nsubj det” and “prep_in num”.

Figure 1: Dependency link example.

Constituency Parsing: We would also like to use constituent pars-
ing in our task. We believe that constituent parsing would be useful
in detecting interrogative sentences.

(ROOT
(SBARQ

(WHNP (WDT What) (NN time))
(SQ (VBZ is)

(NP (PRP it)))
(. .)))

In this example the constituent parser includes the “Q" label after
the root node. This is what we are looking for and we are assuming
that it will help label interrogative sentences.

Word Clusters: In the paper by [18] they evaluate various corpera
using word clusters to improve supervised learning. They evaluate
the Brown clusters, Collobert and Weston (2008) embeddings, and
HLBL (Mnih & Hinton, 2009) embeddings of words on various
NLP tasks. We believe that using these clusters could improve the
performance of our task. Common imperative verbs such as open
and close will be clustered together and could help identify unusual
syntactic phrases.

For a given sentence we iterate through every word and determine
which cluster each word belongs to. A sentence can have multi-
ple word clusters as features. We use a stop word filter to remove
words that are too common or semantically unimportant. In order
to utilize the clusters we need to decide how many clusters should
be used. We evaluated the 100, 320, 1000, and 3200 class clusters
in Table 4.

3.3 Classifiers
In order to create our classifier we used the svmlight library [7] in
conjunction with the Java layer from [17]. We created three binary
support vector machines, one for each class. We used a linear ker-
nel with the default settings supplied from Theobold’s code. We
assumed that because the data was balanced and the features were
the same for each classifier, that we could take the label from the
classifier with the largest objective function value.



4. EXPERIMENTS
4.1 Data
Our experiments are run on data constructed both manually and
automatically. We had access to approximately 400 self-annotated
sentences from our ANA project. This was constructed manually
by one annotator. These sentences consist mainly of short and sim-
ple sentences. They are mostly in the context of a conversation.
This means they contain informal speech and pronouns. All of this
data is synthetic, noise-free, and simple.

Speech Act # Sentences Distribution
Declarative 350 33%
Interrogative 350 33%
Imperative 350 33%

Table 2: Class Distribution

In order to supplement this data we added more by gathering sen-
tences from various sites. Our assumption was that by extracting
sentences from a particular site could determine the label. For in-
stance, the site “uselessfacts.net" which contains various facts and
statements. Therefore we could assume that every sentence ex-
tracted belonged to the declarative class. Similarly we extracted
articles from “wikihow.com" that instructed the user how to com-
plete certain tasks. Again our assumption was that sentences ex-
tracted here could safely be labelled as imperative. Note that when
extracting sentences from wikihow we only used the first sentence.
This sentence was extracted by using an HTML parser to find and
extract a particular class tag. In order to extract interrogative sen-
tences we relied on punctuation. We parsed sources such as news
articles, the enron email dataset, reviews, transcriptions and forums
discussions. From these we extracted the sentences which con-
tained a question mark. The sentences contained can be quite noisy
when compared with the ANA dataset. We used these sources to
construct a dataset of 1050 sentences. All ending punctuation was
replaced with an “end" tag. Our assumption is that we do not have
access to the punctuation. Of this data we used 1044 sentences for
training and 232 for testing.

4.2 Baselines
In order to determine whether our classifiers are performing well
we implemented two baselines to compare against. The first base-
line is simply choosing a random class for a given sentence. Each
class is weighted equally.

The second baseline implemented is an unsupervised rule based ap-
proach. We went through the dataset and attempted to find frequent
patterns for each class. These patterns included certain words, part
of speech fragments, and phrases. The position of these patterns
were also important. For example if the sentence ends with “right"
or “eh" or the sentence begins with a verb. Below is a list of the
patterns used:

• Sentence begins with a verb.

• Sentence ends with "tag" word (eh, right, really, etc).

• Presence of certain interrogative phrases such as (don’t you,
do you, isn’t it, can’t he, etc).

• Sentence begins with “wh-word".

• Presence of emotion or sentiment words.

• Presence of request verbs such as (can, pass, give, will, etc).

Our hypothesis is that our classifiers should out perform both of
these baselines.

4.3 Metrics
Traditionally in information retrieval the metrics used are a com-
bination of precision, recall, and f-score. For our task we use: per
class precision (P), recall (R), f-score (F), and total accuracy (A).
We calculate the precision, recall, and f-score for each binary clas-
sifier in addition to the overall accuracy of our classifier, and this
evaluated on combinations of our selected features.

5. RESULTS
In order to evaluate which cluster size was optimal we re-ran our
experiments on the last feature set (POS+WRD+Clus) with differ-
ent cluster sizes.

Cluster Size Accuracy Average F-Score
100 79 79%
320 81 80%
1000 82 81%
3200 67 74%

Table 4: Cluster Size Results

5.1 Performance
The cluster size results shown in Table 4 show that the optimal
number of clusters should be 1000. As the number of cluster in-
creases the performance seems to increase, but after using 3200
clusters the performance drops considerably.

From our results in Table 3 we can see that our SVM approach
outperforms both the random and rule-based approaches. The rule-
based approach simply does not offer much, because the patterns
contain many false-positives. With regard to each class the imper-
atives achieve the highest f-score.

Because our task is slightly different than other systems it is diffi-
cult to determine how good the results are. That said there are com-
ponents of our task that are very similar. Much of the related work
deals with question detection which is essentially the interrogative
class. The paper by [4] achieves an f-score of 97% on question
detection with the use of labelled sequential patterns. This is most
likely because their data is much more formal than ours.

Another paper that we can make a few comparisons with is [10].
They extract speech acts from message board posts. One of their
classes is called a Directive which is a combination of a question,
request, or invitation. They are able to achieve a 86% f-score.

5.2 Error Analysis
As stated before a sentence can be classified entirely on how it
is intonated. The sentence “I like fish", can be simultaneously a
declarative sentence and interrogative sentence. This is because the
emphasis is missing from pure text. Unfortunately there is no way
to distinguish between these without the vocal information.

In our dataset there were numerous one or two word sentences.
These are tricky because they offer little in the way of context. If
given the sentences “yeah", “right", “move", or “yes" out of context



Declarative Interrogative Imperative
P R F P R F P R F A

Random .25 .14 .18 .31 .30 .30 .41 .34 .37 .24
Rule-based .39 .90 .55 .83 .13 .23 .91 .58 .71 .53
POS .69 .83 .76 .81 .66 .72 .83 .88 .85 .77
POS+WRD .72 .86 .78 .81 .63 .71 .86 .88 .87 .80
POS+WRD+Lnks .70 .82 .75 .76 .63 .69 .86 .87 .87 .78
POS+WRD+Lnks+Clus .75 .83 .78 .85 .70 .77 .84 .92 .87 .81
POS+WRD+Clus .75 .83 .78 .88 .70 .78 .86 .92 .89 .82

Table 3: Results

could a human classify them into their correct categories? It might
be useful to consider the previous sentence or sentences in this case.

The dependency parsing was quite disappointing. It appears that
pairs of links were only occasionally useful, and mostly detrimen-
tal in classifying sentences. There were a few instances where
the parsing did help. The sentence “After the snow storm the air
smelled fresh and clean." is originally labelled as an imperative
sentence mostly because of the POS “det nn", but because the sen-
tence contains the “nsubj → det" link it is labelled correctly as a
declarative statement.

Pred Dec Pred Int Pred Imp
Gold Dec 59 5 7
Gold Int 17 53 6
Gold Imp 5 2 78

Table 5: Confusion Matrix.

Table 5 shows where the primary problems lies. When attempt-
ing to predict the value of an interrogative sentence our system is
choosing instead to predict declarative. Instances beginning with
“You” such as “You know” or “You are, ... right” are where our
system fails consistently. Other issues lie with the intonation prob-
lem. For example, the sentence “she enjoyed them” can be both
declarative and interrogative depending on factors other than text.

6. CONCLUSION & FUTURE WORK
Our task was to classify sentences according to their function. We
defined these classes as Declarative, Interrogative and Imperative.
We have presented a machine learning approach using an SVM
with various NLP features that achieves good results on a varied
dataset. Our main problem is the lack of external context such as
sound or previous conversation.

For future work we will consider hybrid classes such as interrogative-
imperatives sentences. Many sentences do not fall nicely into one
of our three classes, and it would be useful to identify these. An
example is “Do you have the time", where the person is asking for
the time, but they are also asking a yes/no question. The response
of a conversational agent could be improved significantly with this
implemented correctly.

Another area of improvement could be evaluating whether identify-
ing the class of a sentence can improve the response of a conversa-
tional agent. The primary assumption of this paper is knowing the
class of a sentence can improve the quality of the response, but this
is not 100% obvious. A user study containing possible responses
and sentence class would help prove this.

In this paper we consider each sentence separate and without con-
versational context. We believe that including the previous sen-
tence or set of sentences could improve the overall result. A hidden
markov model could model the probabilities of one sentence type
following another similar to what was done by Stolcke et al [16].
This would especially be useful when the sentence itself is very
short.
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