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Abstract

Data Mining is a young but ourishing �eld. Many algorithms and applications exist to

mine di�erent types of data and extract di�erent types of knowledge. Mining multimedia data

is, however, at an experimental stage.

We have implemented a prototype for mining high-level multimedia information and knowl-

edge from large multimedia databases. MultiMediaMiner has been designed based on our years

of experience in the research and development of a relational data mining system, DBMiner, in

the Intelligent Database Systems Research Laboratory, and a Content-Based Image Retrieval

system from Digital Libraries, C-BIRD, in the Vision and Media Laboratory.

MultiMediaMiner includes the construction of multimedia data cubes which facilitate mul-

tiple dimensional analysis of multimedia data, and the mining of multiple kinds of knowledge,

including summarization, classi�cation, and association, in image and video databases. The

images and video clips used in our experiments are collected by crawling the WWW. Many

challenges have yet to be overcome, such as the large number of dimensions, and the existence

of multi-valued dimensions.

Keywords: Data Mining, Data Warehousing, Data Cube, Multimedia, Image Analysis, In-

formation Retrieval, World-Wide Web.

1 Introduction

Substantial progress in the �eld of data mining and data warehousing research has been witnessed in
the last few years. Numerous research and commercial systems for data mining and data warehousing
have been developed for mining knowledge in relational databases and data warehouses [10]. Despite
the fact that Multimedia has been the major focus for many researchers around the world, data
mining from multimedia databases is still in its infancy. While one of the �rst dominant and
referenced papers in the �eld of knowledge discovery by Fayyad et al.[8, 9] describes discovering
patterns from satellite pictures, multimedia mining still seem shy on results. Many techniques for
representing, storing, indexing, and retrieving multimedia data have been proposed. However, rare
are the researchers who ventured in the multimedia data mining �eld. Most of the studies done are
con�ned to the data �ltering step of the KDD process as de�ned by Fayyad et al. in [29]. In [6],
Czyzewski shows how KDD methods can be used to analyze audio data and remove noise from old
recordings. Chien et al. in [5] use knowledge-based AI techniques to assist image processing in a
large image database generated from the Galileo mission. Others use multimedia to complement
data mining systems. Bhandari et al. [2], for instance, marries a data mining application with
multimedia resources. His application does not claim to mine a multimedia database, but uses video
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clips to support the knowledge discovered from a numerical database. More recently Tucakov and
Ng in [33] used a method for outlier detection to identify suspicious behaviour from videos taken by
surveillance cameras.

Multimedia data mining is a sub�eld of data mining that deals with the extraction of implicit
knowledge, multimedia data relationships, or other patterns not explicitly stored in multimedia
databases. Multimedia data mining is not limited to images, video or sound, but encompasses text
mining as well. There has been interesting research in text mining from text documents[11, 12]
and Web or semi-structured data querying and mining[37, 20, 7, 26]. The availability of a�ordable
imaging technology is leading to an explosion of data in the forms of image and video. Many
relational databases are now including multimedia information, such as photos of customers, videos
about real estate, etc. The proliferation of huge amounts of multimedia data is becoming prominent.
Global information networks like the Internet are �lled with a variety of multimedia, necessitating
means to retrieve, classify and understand this data. Moreover, with the popularity of multimedia
objects in extended and object-relational databases, it is becoming important to mine knowledge
related to both multimedia and relational data in large databases, and maybe, to deal with them in
the same manner.

Most of the recent work on multimedia systems has concentrated on transmission, synchroniza-
tion and management of continuous data streams of audio, video and text. Other �elds, no less
important, are authoring, coding, indexing and retrieving of media data. The last focused area
has drawn the attention of many. Researchers, for instance, try to \summarize" video clips in one
image. Salient stills were introduced in [32], in an attempt to represent an abstract of a video clip
in one still image. The salient stills reect aggregates of temporal changes that occur in a moving
image sequence. Stills are created automatically or with user intervention by combining aÆne trans-
formation and multiple frames of the image sequence. Taniguchi et al.[31] use \mosaicing" to glue
overlaping video frames to create a panoramic still image representing the video sequence. Despite
the fact that representing a video clip in one still image summarizes in a way video clips, it is hard
to claim that this is data mining from video.

With huge amount of multimedia data collected by video cameras and audio recorders, satellite
telemetry systems, remote sensing systems, surveillance cameras, and other data collection tools, it
is crucial to develop tools for discovery of interesting knowledge from large multimedia databases.

Recent advances in the research on multimedia databases [19, 4, 28, 13] enable creation of large
multimedia databases which can be queried in an e�ective way. These advances, in combination
with the research into multimedia database and advances in data mining in relational databases
[10], created a possibility for the creation of multimedia data mining systems.

As an integrated team from two research labs, we have been working on multimedia data mining
and especially spatial data mining for several years. Based on our previous research into relational
data mining [15, 14, 16], spatial data mining [21, 25, 27], and content-based image and video retrieval
from multimedia databases [22], we have extended the DBMiner system [14, 17, 15] and the C-BIRD
system [24, 23] to manipulate and interpret multimedia data for knowledge discovery purposes.

The current MultiMediaMiner system, which was demonstrated at the SIGMOD98 conference,
includes a module for characterization of knowledge in image and video databases, a module for
classi�cation of multimedia data, and a module for detection of association between multimedia
features.

A more detailed description of the MultiMediaMiner system is presented in Section 2. The chal-
lenges and obstacles that we encountered with mining multimedia data, and the turn- arounds for our
prototype implementation are presented in Section 3. Section 4 summarizes our on-going research.
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Figure 1: C-BIRD Web user interface.

2 A database mining system prototype

The MultiMediaMiner system is based on our experiences in the development of an on-line analytical
data mining system, DBMiner, and C-BIRD, a system for Content-Based Image Retrieval from Digital
libraries.

The DBMiner system, demonstrated in SIGMOD'96, KDD'96/97, CASCON'96/97, etc. (some of
the function modules can be played on the Internet interactively via http://db.cs.sfu.ca/DBMiner),
currently contains the following �ve data mining functional modules: characterizer, comparator, as-
sociator, predictor, and classi�er. A general description of these functional modules is in [15]. Several
additional functional modules, especially with time-related data, clustering, and visual data mining,
are at the research and development stage. DBMiner applies multi-dimensional data-base structures
[15], attribute-oriented induction, [14] multi-level association analysis, [16], statistical data analysis,
and machine learning approaches for mining these di�erent kinds of rules in relational databases
and data warehouses. C-BIRD system, demonstrated in CASCON97 (some of the function modules
can be played on the Internet interactively via http://jupiter.cs.sfu.ca/cbird/), contains four major
components: (i) Image Excavator (a web agent) for the extraction of images and videos from multi-
media repositories, (ii) a pre-processor for the extraction of image features and storing precomputed
data in a database, (iii) a user interface, and (iv) a search kernel for matching queries with image
and video features in the database. C-BIRD allows searches by conjunctions and disjunctions of
keywords, colour histograms, colours with illuminance invariance, colour percentage, colour layout,
edge density, edge orientation and texture coarseness. In particular, C-BIRD is characterized by its
ability to cope with signi�cant changes in image chrominance and to search by object model. The
database used by C-BIRD is an addition to the image repository and contains mainly meta-data
extracted by the pre-processor and the Image Excavator, like colour, texture, and shape character-
istics and automatically generated keywords. MultiMediaMiner, the general architecture of which is
shown in Figure 2, inherits the CBIRD database.

Figure 1(a) shows the C-BIRD Web user interface using Netscape to browse the image repository.
Figure 1(b) shows a querying interface for a search by colour layout.

The Image Excavator and the pre-processor have been enhanced to collect and pre-process more
information necessary for the MultiMediaMiner. Video clips are segmented after cuts have been
detected. Each video segment is represented by one or more video frames which are later traited
and processed by the system like images. For each image collected, the database contains some
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Figure 2: General Architecture of MultiMediaMiner.

Figure 3: Browsing 3 dimensions of the multimedia data cube.
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descriptive information, a feature descriptor, and a layout descriptor. The original image is not
directly stored in the database; only its feature descriptors are stored. The descriptive information
encompasses �elds like: image �le name, image URL, image and video type (i.e. gif, jpeg, bmp,
avi, mpeg, : : : ), a list of all known web pages referring to the image (i.e. parent URLs), a list of
keywords, and a thumbnail used by the user interface for image and video browsing. The feature
descriptor is a set of vectors for each visual characteristic. The main vectors are: a colour vector
containing the colour histogram quantized to 256 colours (all colours are represented in the RGB
space by 8 values in red, 8 values in green and 4 values in blue), MFC (Most Frequent Colour) vector,
and MFO (Most Frequent Orientation) vector. The MFC and MFO contain 5 colour centroids and
5 edge orientation centroids for the 5 most frequent colours and 5 most frequent orientations (the
edge orientations used are: 0Æ, 45Æ, 90Æ, 135Æ). The layout descriptor contains a colour layout vector
and an edge layout vector. These vectors allow matching with user-de�ned layouts as in the user
interface shown at the right of Figure 1(a). Regardless of their original size, all images are assigned
an 8 � 8 grid. The most frequent colours for each of the 64 cells are stored in the colour layout
vector and the number of edges for each orientation in each of the cells is stored in the edge layout
vector. Other sizes of grids, like 4� 4, 2� 2 and 1� 1, can be derived easily. These colour layout
grids can be used for spatial relationships between colours at di�erent levels of resolution.

The Image Excavator uses image contextual information, like HTML tags in web pages, to derive
keywords. For example, image �le name and path if it contains a word or recognizable words, ALT
�eld in the IMG tag, HTML page title, HTML page headers, parent HTML page title, hyperlink
to the image from parent HTML page, and neighbouring text before and after the image, META
tag placed in the HEAD element of the HTML page, can disclose valuable keywords related to
an image. The set of all words collected this way, is reduced by eliminating \empty" words like
articles (i.e. the, a, this, etc.) or common verbs (i.e. is, do, have, was, etc.), or aggregating words
from the same canonical form (e.g., clearing, cleared, clears, clear) as presented in [36]. There
are 400 frequently found words in English, de�ned in [34], that can be considered of low semantic
information content and thus, can be eliminated (stopwords). The automatically generated keyword
list is later normalized and �ltered and used to build a concept hierarchy as explained in Section 3.
The hierarchy of keywords with its hypernymy and hyponymy relationships allows one to browse the
image and video collection by topic. In Figure 4, for example, thumbnails of commercial airplanes
pertaining to the aircraft manufacturer Boeing are displayed. This user interface also allows the
selection of a multimedia data set to be mined. The hierarchy of keywords on the left of Figure 4
is a section of the concept hierarchy automatically generated by visiting some web sites containing
aircraft images.

The mining modules of the MultiMediaMiner system include three major functional modules,
characterizer, classi�er, and associator. Many data mining techniques are used in the development
of these modules, including data cube construction and search [3], attribute-oriented induction [15],
mining multi-level association rules [16], etc.

The functionalities of these modules are described as follows:

� MM-Characterizer: This module discovers a set of characteristic features at multiple abstraction
levels from a relevant set of data in a multimedia database. It provides users with a multiple-
level view of the data in the database with roll-up and drill-down capabilities. Figure 5
describes in a histogram graph the general characteristics for two dimensions: the size of
the media in bytes and the Internet domain from which the media were extracted. For this
example, only three Internet domains were considered, while the sizes were \rolled-up" to a
higher concept of media size (i.e. small, medium and large). With this user interface, it is
possible to visualize any two dimensions at a time, and drill-down or roll-up along a given
dimension to �nd characteristics on more concrete values or specialized concepts.

� MM-Associator: This module �nds a set of association rules from the relevant set(s) of data
in an image and video database. An association rule shows the frequently occurring patterns
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Figure 4: Selecting (and browsing) data sets of images using keyword hierarchy.

Figure 5: Snapshot of MultiMediaMiner Characterizer
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Figure 6: Visualization of association rules.

(or relationships) of a set of data items in a database. A typical association rule is in the
form of \X ! Y [s%; c%]" where X and Y are sets of predicates, s% is the support of the
rule (the probability that X and Y hold together among all the possible cases), and c% is
the con�dence of the rule (the conditional probability that Y is true under the condition of
X). For example, the module mines association rules like: \what are relationships among still
images, the frequent colours used in them, their size and the keyword `sky'?" One possible
association rule among many to be found is \if image is big and is related to sky, it is blue
with a possibility of 68%" or \if image is small and is related to sky, it is dark blue with a
possibility of 55%". Figure 6 shows a visualization of some association rules. The existence
of a column on the grid represents an association between the left-hand side parameters and
the right-hand side parameters. The height of the column depicts the support of the rule it
represents while the colour of the column describes the con�dence of the rule.

� MM-Classi�er: This module classi�es multimedia data based on some provided class labels.
The result is an elegant classi�cation of a large set of multimedia data and a characteristic
description of each class. This classi�cation represented as a decision tree can also be used
for prediction. Figure 7 shows an output of this module where a classi�cation of images and
frames based on their topic, with reference to the distribution of image format, is made for
a given Web site. By clicking on a class, it is possible to drill through to the raw data. A
window displays the images pertaining to the class (ex. book, animal, ower in Figure 7).

The user interface of all these modules allow drilling and rolling-up along the di�erent concept
hierarchies de�ned on the dimensions, and thus, allow interactive mining. It is also possible to drill
through right to the raw data. In our case the raw data are images and videos stored on the Web.
MultiMediaMiner calls a Web browser and displays the original image in its original size or even
the web pages that contain the image. This gives an opportunity for information retrieval from the
Web, based on the data mining results.
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Figure 7: MultiMediaMiner Classi�er user interface.

3 Obstacles and Challenges with Multimedia Mining

The �rst problem with mining multimedia databases is gaining access to signi�cantly large multi-
media data sets. This may seem trivial, but getting access to CT scans from hospitals, for instance,
is not easy due to privacy issues. CT scans would have been an interesting application for the
discovery of association rules based on colours in these scans. We chose the World-Wide Web as our
image and video source because it is free, available and has a reasonably large collection. Another
advantage of using the Web as our source for images and video is that we can use the context of the
images to automatically extract additional information like the keywords from the pages containing
the image, the popularity of the image (i.e. how many pages use the same image), the Internet
domain of the image, etc. All this information was added to the already dimension-rich database.
Moreover, by saving the URL of images, we avoid the need for large storage space for the images and
videos. The World-Wide Web is used as the repository. This, however, requires regular validation
due to the World-Wide Web dynamic nature. Indeed, some images may disappear and some new
ones appear in the web pages already visited by our crawler. If images disappear from the Web, they
are discarded form our database. If the images change, they are processed again and the descriptors
in our database replaced while the changes are propagated to the data cube structure. In addition,
by saving the URLs of the images and the URLs of the pages that contain the images, it is possible
to do information retrieval and resource discovery from the Web by drilling through the results of
the data mining process.

3.1 Keyword hierarchies

Keywords describing images are very important and useful when dealing with large collections of
images. However, automatically associating keywords to images is not easy, while manual keywording
is de�nitely not scalable. As mentioned in Section 2, we take advantage of the semi-structure of the
web pages and the syntax of the URLs to extract candidate keywords that after normalization and
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Figure 8: Portion of the keyword hierarchy generated by traversing the Yahoo directories.

�ltering are associated to the images. The normalization process uses morphological analysis to draw
forth the canonical forms of words, while the �ltering process uses a list of stopwords and WordNet
lexical database to eliminate illicit or unwanted words. While the candidate keyword selection and
the keyword �ltering eliminate most of the unwanted words, the list of keywords per image still
remains large. This can be reduced by adding new stopwords and/or use natural language heuristics
to eliminate oultiers.

For On-Line Analytical Processing (OLAP), concept hierarchies are needed to drill-down and
roll-up along the dimensions de�ned on the data. These hierarchies are also important for multi-
level mining in order to specialize or generalize the knowledge discovered. Thus, organizing the
keywords in a concept hierarchy is pertinent for multimedia mining. However, building a concept
hierarchy of natural language words is diÆcult because of the controversies it may generate. We had
to build an explicit representation of the set of keywords in the form of concept hierarchy that most
people (users) would agree upon. The solution was to use existing word hierarchies that are widely
and extensively used and accepted. Our �rst attempt was to automatically build a concept hierarchy
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by traversing a manually-built and widely-used on-line directory structures. By traversing the on-
line Yahoo directory, for instance, one can build a general hierarchy with all nodes of the directories.
Figure 8 shows a portion of the keyword hierarchy generated by traversing the Yahoo directories and
mapping the directories to keywords. Unfortunately, this hierarchy tends to be too general and is
not exible enough to accommodate new terms. In other words, the hierarchy generated is shallow,
narrow and not exible.

Ultimately, we opted to use the on-line dictionary, thesaurus, and semantic network WordNet

developed at the University of Princeton [35, 1] and used by many researchers in linguistics and
cognitive science. WordNet version 1.6 contains approximately 95 600 di�erent word forms organized
into 71 100 word meanings interconnected with links representing subsumptions. Unfortunately,
WordNet's word list does not contain speci�c words like \Boeing 747" or \�ghter F15" that were
extracted from the Web sites our crawler visited. After consulting the list of words rejected by the
�ltering process, some words were selected and added to enrich WordNet's semantic network with
these new domain related terms.

Finally, the subsumption connections in the enhanced WordNet semantic network were used to
build a concept hierarchy with all (and only) the keywords extracted and accepted from the web
pages. This hierarchy is used to classify images by topic and browse the image and video collection.
Figure 4 shows a portion of such hierarchy starting from the node \entity" of the enhanced WordNet
network.

Figure 9 illustrates the use of WordNet for keyword �ltering and word hierarchy building.

3.2 The curse of dimensionality

A data cube is a particular structure for storing multi-dimensional data and handling queries that
aggregate over some of these dimensions at di�erent levels of abstraction. This structure can be
stored either in main memory or on disk.

The multimedia data cube we use has many dimensions. The following are some examples: (1)
The size of the image or video in bytes with automatically generated numerical hierarchy. (2) The
width and height of the frames (or picture) constitute 2 dimensions with automatically generated
numerical hierarchy. (3) The date on which the image or video was created (or last modi�ed) is
another dimension on which a time hierarchy is built. (4) The format type of the image or video with
two-level hierarchy containing all video and still image formats. (5) The frame sequence duration
in seconds (0 seconds for still images) with numerical hierarchy. (6) The image or video Internet
domain with a pre-de�ned domain hierarchy; Each image or video collected has a unique URL

10



(Uni�ed Resource Locator) that indicates the location (Internet domain) where the image or video
is stored. (7) The Internet domain of pages referencing the image or video (parent URL) with a
pre-de�ned domain hierarchy; When an image or video is located in a web page, a reference to
that page (parent URL) is stored with the image meta-data in our database. (8) The keywords
with a term hierarchy de�ned as described above; (9) A colour dimension with a pre-de�ned colour
hierarchy; colours are quantized and indexed in a range between 0 and 255. A colour hierarchy is
de�ned from speci�c colours to more general colours. An image or a video is considered containing
a given colour if the percentage of pixels in that colour exceeds a given threshold. (10) An edge-
orientation dimension with a pre-de�ned hierarchy, etc. An image is considered containing a certain
edge orientation if the percentage of edges in the orientation in the image exceeds a given threshold.
(11) The popularity of an image or video with a numerical hierarchy. The popularity of an object
is the known number of pages that reference that object. (12) The richness of a web page with a
numerical hierarchy. The richness of a web page is the number of multimedia objects referenced in
the page.

Using these di�erent dimensions and their respective concept hierarchies, it is possible to build a
multi-dimensional data cube that aggregates the values for all attributes in each dimension domain.
Figure 3 shows a visualization tool used to browse such multi-dimensional data cubes, 3 dimensions
at a time. The concept hierarchy de�ned on each dimension allows drilling-down and rolling-up
along any given dimension. This type of data cube browsing gives a big picture of the content of
the database and even allows to see rough clustering of data values. Selecting a sub-cube from the
view drills through it up to the raw data, and one can see the set of multimedia items in the selected
sub-cube and even the web pages that contain them.

Unfortunately, it is very diÆcult, if not impossible, to have more than a given number of dimen-
sions in a physical data cube. This is not due to the visualization or conceptualization as it may
seem, but it is due to the fact that the size of the data cube grows exponentially with the number of
dimensions. Each time a dimension is added, the size of the data cube is multiplied by the number
of distinct values in the new dimension. This is the curse of dimensionality. In [30] Ross illustrates
how the number of dimensions in a data cube is physically limited due to the physical size of the
memory.

The colour attribute of an image has 256 dimensions, for instance. Each of the dimensions counts
the frequency of a given colour in images. This already goes beyond the limit of most data cube-
based systems. Even after quantizing the colours to 64 values, the number of dimensions is still too
large for MultiMediaMiner to handle. In order to reduce the number of dimensions, we decided to
collapse and pivot the 64 colour dimensions into one. One previous colour dimension represented a
colour and the values were frequencies of that colour in an image. With the collapsed dimension,
the values represented are colours and the colour frequencies are discarded. This loss of information
is a compromise to reduce to dimensionality. The same principal was applied for the dimensions of
the attribute texture. This brings up yet another challenge: the problem of multi-valued attributes.
The collapsed colour dimension represents all the colours, however, an image or a video frame has
more than one colour. If all the colours of an image are represented in the same dimension, the
aggregate values in the aggregated layers of the data cube become wrong and meaningless. To
solve this problem, a colour dimension for each colour present in an image is needed. However,
this contradicts the goal of reducing the dimensionality. In our implementation, we have chosen to
represent only the three most frequent colours of an image with 3 colour dimensions. This reduces
the colour representation from 256 dimensions to 3.

As might be expected, colour is not the only multi-valued dimension. An image has many
textures, is described by many keywords, and can be present in many web pages. In other words,
the dimension texture, the dimension keyword, and the dimensions related to the web page (page
richness and parent page Internet domain) are all multi-valued. For our prototype implementation,
we had to compromise by choosing to represent only the most frequent texture in an image, only the
�rst parent web page of an image found by our crawler, and we chose not to represent the keywords

11



Figure 10: MultiMediaMiner data warehouse with cubes and dimensions.
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in our data cube. Not only it is not signi�cant to select only one keyword by image or video since
the keywords can not be ranked e�ectively, but the keyword dimension has also a very large number
of potential values formed from words and phrases. This would cause the size of the cube to rapidly
exceed the physical available limit.

Despite the fact that keywords are not represented in our cube, we use the keywords as a data
set selection attribute to select a set of images on which to build our data cube. Thus, the aggregate
values in the data cube pertain to the multimedia objects that are associated with the keyword used
for the selection. By doing so, the selection keyword can be appended as a predicate to any rule
discovered by our data mining modules based on the constructed data cube. Figure 4 shows the
selection process using the keyword concept hierarchy. This selection is used for browsing images and
for data set selection for data cube construction. When a keyword is selected, all keywords subsumed
by it are also selected. This allow generalization and specialization along the word hierarchy.

Although we reduced the number of dimensions, the number is still large. For the implementa-
tion of the MultiMediaMiner prototype, we have chosen to create not one cube, but a set of di�erent
data cubes with di�erent (overlapping) dimensions. Figure 10 shows the user interface of the Multi-
MediaMiner data warehouse with 4 data cubes and the dimensions and measurements de�ned in one
of them. Separating the data cube into smaller ones is a limitation. This restriction brought up new
challenges. It is not trivial to choose which dimension should be represented in which cube, when
we have our data materialized in separate cubes. It is important to mention that the OLAP inter-
action and the data mining algorithms operate on one given cube at a time. Thus, it is not possible
to discover correlations, for example, between two dimensions in di�erent data cubes. Moreover,
merging rules discovered form two cubes that do not overlap, is not possible.

In [18] selective materialization of data cubes is proposed to select the appropriate cuboids for
materialization rather than materializing all the views. This approach, using a lattice that expresses
dependencies among views and contains cube materialization costs, is intended to optimize the
data cube construction based on the needs dictated by the user queries. In our implementation, as
mentioned above, we chose to materialize 4 cuboids and pre-compute them after the user selects
a data set using the keyword hierarchy. The cubes are built on-the-y and can easily be built in
parallel. There are some heuristics regarding the selection of the dimensions in the di�erent cuboids,
some based on the access frequency and some based on the size of the dimensions themselves. We
opted for a more semantic approach. The set of dimensions was divided into 3 sub-sets: a content-
based dimension set (colour and texture), a size-based dimension set (size, width, height, etc.), and
a resource-based dimension set (Internet domain, popularity, etc.). Each set was materialized in a
di�erent cuboid. In addition, a fourth cuboid was materialized with dimensions from the 3 dimension
sets. In order to create an overlap between the cuboids, the Internet domain and the size dimensions
were repeated in all 4 cuboids.

Each cell of a data cube can contain aggregate values (i.e. measurements) like a count, a sum,
etc. Because measurements are not expensive in memory size, we decided to materialize numeric
attributes (like size, richness, popularity, etc.) as measurements, rather than as cube dimensions,
whenever the attribute is not selected as dimension e�ectively present in the cuboid. This allows the
consideration of values of that attribute, however, without the possibility to drill-down or roll-up
along the dimension it represents.

A new model for data cube materialization is under study. In this model, called MDDB for
Multi-Dimensional DataBase, we conceptualize the entire data cube in a database with a special-
purpose structure. The structure contains all dimensions and the aggregation of interesting values in
preparation for cube materialization. The structure is not a data cube per se, but the \de�nition" of
the hypercube which helps speed up the materialization of cuboids. Cuboids are then materialized
on-the-y depending on the dimensions needed by the query. Moreover, borrowing from the multi-
layered database technology presented in [37], a cuboid can generalize a set of cuboids along the
hierarchies of its dimensions. A cuboid would join the dimensions of other cuboids at a higher
conceptual level. This model allows the creation and manipulation of data cube with an unrestricted
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Figure 11: Muli-Dimensional Database model with materialization of cuboids.

number of dimensions, and allows multi-dimensional selection on raw data. Figure 11 shows the
cuboid materialization path from a hypercube de�nition.

Multi-dimensional data cubes are created in order to reduce the response time when querying
large databases for decision support or data mining. Typically, all the dimensions are aggregated in
the cube. However, it is not always necessary to represent all the dimensions in the cube. Depending
upon the application and the user needs, we can choose not to materialize some dimensions and
keep them as raw data in the database. For example, if colour is considered unnecessary for some
applications, we can avoid materializing the colour dimensions and keep the colour information in
the database. This obviously reduces the size of the data cube. However, if for some queries colour
is required, we need to build on-the-y a new data cube with colour dimensions directly from the
raw data. This can be very costly. Another approach would be to adapt the data mining algorithms
to use simultaneously the aggregations in the data cube and the raw data in the database without
materializing the portion of the data that is still in the database. This is acceptable if the queries
accessing the non materialized portions are scarce.

4 On-going work and Conclusions

We have designed and developed an interesting multimedia data mining system prototype, Multi-

MediaMiner, with the following features: (i) a multidimensional multimedia data cube, (ii) multiple
data mining modules, including characterization (or summarization), association, and classi�cation,
and (iii) an interactive mining interface and display with Web information retrieval capabilities.
Our preliminary experiments demonstrate that multimedia data mining may lead to interesting and
fruitful knowledge discoveries in multimedia databases.

There are some major tasks calling for further research into the design and development of the
MultiMediaMiner system.

The design and construction of multimedia data cube can be improved by integrating the MDDB

model or by using a virtual composite data cube that has some of its dimensions not materialized
but in the database. The current design of the multimedia data cube, though works, produces a
huge multimedia data cube, due to the big size of two numeric dimensions: colour and texture. Most
relational data cubes contain only categorical dimensions each having a relatively small number of
distinct values. However, since we would like to support search from colour and edge-orientation,
it is necessary for the data mining algorithms to have access to the data either materialized in a
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cube or directly from the database. Our current implementation supports only a limited number of
intervals on these two dimensions in the data cube. The search along these dimensions with �ner
granularities than those currently supported has to access the C-BIRD database, which degrades the
performance but can be improved by using the hypercube structure of the MDDB model.

Another task is to enhance our data mining algorithms to take advantage of the MFC and MFO
centroids pre-processed and stored in the C-BIRD database. The centroids can help in order to
discover interesting spatial relationships within an image or between frames of a video clip. We
are de�ning spatial primitives like next to, ontop of and under to describe relationships between
colours or colour segments in an image. These primitives and colour layout grids extracted by the
preprocessor can help discover association rules about colours within an image or a video clip. In
[23] we de�ne the notion of localization or locales which are rough colour and texture segments in
an image. We are studying the option to use these locales, rather than all the colour and texture of
an image, to describe the colour features of the image or objects within the image, since they are
perceptually more accurate.

There are plans to add new data mining functionalities into the system, like a clustering module
which would group images into di�erent clusters based on their multiple dimensional features, in-
cluding both multimedia features, such as colour and edge-orientation, and relational features, such
as keywords, URL information, and duration.

We have used the keyword hierarchy for browsing our image collection and selecting a data set
for mining. In other words, the selection of images to mine is done based on keywords. We plan to
use the content-based image retrieval features of C-BIRD to also select the images for mining.

With the introduction of multimedia data, there are some research issues to be solved before
successful construction of these two new data mining modules. Further developments of multimedia
data cubes and multimedia data mining modules in the MultiMediaMiner system will be reported in
the future.
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